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Abstract: Different from traditional panorama stereo acquisition technique 
shooting with numerous cameras, this study equips a double-symmetric 
prism in front of a single-lens camera to acquire images from four different 
angles of view, and the images acquired from the cameras every 20 degrees 
complete a pair of panorama stereo images with vertical angle of view ( ± 
16 degrees) by image-based rendering. The panorama stereo acquisition 
technique reduces the number of cameras by three-fourth, and the acquired 
images contain vertical angles of view. Moreover, the image resolution is 
enhanced several times of the resolution of integral photography without 
moiré effect. 
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1. Introduction 

With the development of binocular parallax-based left and right image acquisition [1], the 
stereo acquisition techniques have been divided into dual-lens and single-lens [2] techniques 
in order to acquire the stereo depth of a real object. Having two identical cameras allows 
dual-lens stereo acquisition, where the left image of the object from the left angle of view is 
imaged by the left camera, while the right one is imaged by the right camera. The depth of the 
object can be calculated by the disparity between the left and the right images [3]. 
Nevertheless, the two cameras are required to be of identical specification and the disparity of 
circuit triggering frequency for shooting dynamic contents should be lower than 10fps to 
prevent the left and the right images from asynchrony. The simplified single-lens stereo 
acquisition technique improves upon the above problems. The simplified single-lens stereo 
acquisition technique is divided into reflective lens [4,5] and refractive lens [6,7] techniques. 
The refractive single-lens acquisition technique simply places a biprism in front of a charge-
coupled device (CCD) for the images from the left and the right angles of view [8] so that the 
complicated optical path is largely reduced when compared to the reflective one. However, 
the thick biprism is not easily coupled with CCDs. Chen et. al (2008) proposed to replace the 
biprism in a single-lens stereo camera with a micro prism array, reducing about 90% of the 
volume, which was further applied to a zoom system [9]. 

On the other hand, in addition to retaining the stereo image with actual depth, stereo 
acquisition needs to meet the requirement of panorama stereo images, presenting all scenes in 
a 3D space [10]. The past acquisition, named Image-based rendering (IBR) [11], depended on 
several cameras acquiring a static object from various tangents and completing a panorama 
stereo image by back-end computing. The combined panorama stereo image, as the three-
dimensional image of the object [12,13], was then rebuilt on the display with circular 
projections [10] so that the audience could freely select the angles from which to view the 
object. Nonetheless, the common acquisition angles were fixed horizontally so that merely the 
horizontal images could be acquired, but not the vertically stereo type. To present the stereo 
information of the target from various angles or the dynamic scenes, the hardware equipment 
would be increased so that asynchronous signal errors would be increased and further affect 
the image linking. Integral photography (IP), which placed the lens array in front of the lens, 
was then gradually developed [14,15]. The number of cameras was reduced, but the 
resolution was also tremendously reduced [16], and some moiré effect appeared [17]. 

In this case, this study proposes a binocular parallax-based single-lens stereo acquisition 
technique with multi-angle of view, designs a double-symmetric prism being equipped in 
front of the single-lens camera, and proceeds panorama acquisition by placing cameras at 
every 20 degrees. After one acquisition, each camera would acquire images from four 
different angles of view (2 × 2 angle of view), which are calculated with IBR and binocular 
parallax for two sets of panorama stereo images from the upper and the lower angles of view 
(longitudinal axis), and each panorama stereo image contains 18 stereo image pairs (latitude 
axis). Since there are two horizontal images, the images from the left and the right angles of 
view could be obtained from one acquisition; therefore, half of the cameras could be deleted 
when compared to traditional acquisition. The acquired images conform to the actual viewing 
with binocular parallax so that crosstalk is not caused. Meanwhile, the vertical angles of view, 
about ± 16 degrees, are increased, and 1/4 image resolution is enhanced several times of the 
resolution of IP without the moiré effect. 
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2. Principle 

Figure 1 shows the optic path of a single-lens camera for the proposed panorama stereo 
acquisition technique. When the double-symmetric prism is placed in front of the single-lens 
camera, the horizontal half-angle of view θω(H) and the vertical half-angle of view θω(V) of the 
chief ray of the Lens are refracted through the prism, changing the maximum width (δw(H), 
δw(V)) for acquisition, and the incident angle (δο(H), δο(V)) of marginal ray has approach the 
optic axis. The refracted chief ray and marginal ray therefore could be divided into four 
collection areas. In other words, the left and the right angles of view on the latitude axis and 
the upper and the lower angles of view on the longitude axis of the target, after passing 
through the prism and lens, are collected to a CCD, presenting quadrants. 

Based on the prism principle [18], the change of emergent light after the incident light 
from various angles passing through the prism is presented, and the equations for the 
marginal ray and the chief ray in the system are re-defined. First, the clockwise direction 
including the angle between the light and the normal is defined as positive, while the 
counterclockwise one is defined as negative; and, the clockwise direction including the angle 
between the light and the optic axis is defined as positive, while the counterclockwise one is 
defined as negative. When the light from the incident angle δο is being refracted by the prism, 
the emergent light parallels the optic axis Z, and the included angle between the emergent 
light and the normal on the incline of the prism equals the vertex angle α of the prism, as 
shown in Fig. 2(a), so that Eq. (1) for the marginal ray is defined. Similarly, when the light 
from the incident angle δω is being refracted by the prism, the included angle between the 
emergent light and the optic axis Z is the half-angle of view θω of the lens, and the emergent 
angle θ2 is the sum of the vertex angle α and the half-angle of view θω so that Eq. (2) for the 
chief ray is defined. 

 

Fig. 1. Optic path of the single-lens camera for the panorama stereo acquisition technique. 

 

Fig. 2. The collect cone angles δο and δω of the system: (a) marginal ray; (b) chief ray. 
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 1 2 2 1/2sin (sin ( sin ) cos sin )nοδ α α α α−= − −  (1) 

 1 2 2 1/2sin {cos sin( ) sin [ sin ( )] }nω ω ωδ α α θ α α θ−= − − − −  (2) 

2.1 Lens design 

As the half-angle of view of the lens determines the acquisition area, a CCD with 1/2” 
progressive scan CCD is selected for acquiring the angle of view corresponding to the 
binocular parallax, and an optical software ZEMAX is utilized for optimizing the horizontal 
half-angle of view (θω(H)) and the vertical half-angle of view (θω(V)). The specification is 
shown in Table 1 and Fig. 3. Subsequently, MTF, distortion, and relative illumination are 
applied to inspect the image quality of the lens. About the MTF change from field of view 
and spatial frequency, the minimum 46% of the tangential rays appear at the field of view 45 
lps/mm (image height 2.76 mm), as shown in Fig. 4(a). Figure 4(b) shows the curvature and 
distortion, where the maximum distortion appears to be −0.904%; Fig. 4(c) shows the relative 
illumination being above 50%, the lowest 51.6%, within the maximum field of view. 

Table 1. The specifications of CCD camera. 

Sensor 

 Resolution 658 H × 492 V (VGA) 

 Pixel size 9.90 μm × 9.90 μm 

 Sensor area 6.52 mm × 4.89 mm 

 Image height (H) 3.26 mm 

 Image height (V) 2.45 mm 

Lens 

 F number 2.8 

 EFL 4.88 mm 

 Horizontal half of FOV (θω(H)) 24.8° 

 Vertical half of FOV (θω(V)) 17.6° 

 

Fig. 3. Lens layout after optimization. 
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Fig. 4. Image quality of the lens: (a) MTF; (b) field curvature and distortion; and (c) relative 
illumination. 

2.2 Double-symmetric prism design 

In addition to the half-angle of view of the lens, the vertex angle of the prism is one of the 
factors in the collect cone angle of the system. With the proposed panorama stereo acquisition 
technique, cameras are placed every 20 degrees for panorama acquisition of the target, where 
each camera acquires images from four different angles of view, and the neighboring images 
are calculated as a panorama stereo image with IBR and binocular parallax. In this case, the 
less correlation that appears among the four images acquired by a camera, a clearer image 
layer of IBR is presented and the less crosstalk of binocular parallax is shown. From Eq. (1), 
the smaller the α, the smaller the δο, when the marginal ray is closer to the optic axis, so that 
the acquired images reveal less correlations. According to the present process, the horizontal 
vertex angle α(H) of the prism is defined as 4.0°, and the vertical vertex angle α(V) is 3.0°. The 
conditions of the horizontal angle of view α(H) and θω(H) and the vertical angle of view α(V) 
and θω(V) are substituted for Eqs. (1) and (2), respectively, for the four collection areas of the 
camera through the double-symmetric prism, as shown in Fig. 5. Figure 5(a) shows the 
collection areas acquired by the camera with the horizontal half-angle of view, in which the 
maximum width δw(H) appears to be 22.5° and the collect cone angle δο(H) of marginal ray 
2.0°. Figure 5(b) shows the collection area of the camera with a vertical half-angle of view, in 
which the maximum width δw(V) is 16.0° and the collect cone angle δο(V) of the marginal ray is 
1.5°. 

Figure 6 shows the schematic diagram of the double-symmetric prism, where the pitch of 
the prisms with the horizontal angle of view is 21.45mm and the prisms with the vertical 
angle of viewprism is 28.62mm; the height of the prisms and the plate thickness are the same 
size as 1.5mm. With the optimization of lens, it is placed 30mm in front of the lens for 
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Soptimal image quality. Moreover, in consideration of the effects of prism dispersion on 
images, materials with larger Abbe numbers (Vd) are generally used for deleting color 
dispersion. Polymethylmethacrylate (PMMA, Vd = 57.4) therefore is selected as the material 
of the prism. 

 

Fig. 5. The collection area of the half-angle of view of the symmetric prism camera: (a) 
Horizontal angle of view; (b) Vertical angle of view. 

 

Fig. 6. Schematic diagram of the double-symmetric prism. 

2.3 Panorama stereo image method 

Figure 7 shows the panorama acquisition in the stereo acquisition system. Single-lens 
cameras are placed every 20 degrees to obtain the left and the right angles of view on the 
latitude axis and the upper and the lower angles of view on the longitude axis through the 
double-symmetric prism, presenting quadrants on the CCD. In other words, a camera could be 
regarded as four virtual cameras so that the image in the first quadrant presents the upper left 
angle of view, the upper right angle of view in the second quadrant, the lower right angle of 
view in the third quadrant, and the lower left angle of view in the fourth quadrant. According 
to the stereopsis of binocular parallax [1], the first quadrant acquired from odd cameras and 
the second quadrant acquired from even cameras could form stereo image pairs with the 
upper angle of view. Similarly, the fourth quadrant acquired from odd cameras and the third 
quadrant acquired from even cameras could form stereo image pairs with the lower angle of 
view. IBR is further utilized for calculating the quadrants acquired from the 18 cameras to 18 
stereo image pairs [Fig. 8(a)]. Finally, the 18 stereo image pairs are linked as a panorama 
stereo image with the upper and the lower angles of view, as shown in Fig. 8(b). 
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Fig. 7. Panorama acquisition of the 18 double-symmetric prism cameras. 

 

Fig. 8. (a)stereo image pairs processed by IBR; (b) panorama stereo image. 

3. Experiments and analysis 

After completing the double-symmetric prism (see Fig. 9), it is equipped in front of the 
designed lens for shooting. The results are shown in Fig. 10. Figure 10(a) shows the images 
without the double-symmetric prism; the image resolution appears 658 × 492 and the 
shooting distance 1000mm. Setting up a mark as the focus of the image, it would be the origin 
of the marginal ray. When the double-symmetric prism is placed in front of the lens, the 
original image is divided into a quadrant image with the mark in the original image being 
located in the four quadrants. The horizontal displacement distances 128dpi, while the vertical 
displacement distances 97dpi, as shown in Fig. 10(b). After the calculation of perspective 
projection theory [19], the horizontal displacement distances 34.98mm, and the vertical 
displacement 26.51mm. In other words, the angle between the horizontal marginal ray and the 
ray axis is 2.0°, and between the vertical marginal ray and the ray axis 1.5°. Such results 
correspond to the design. 
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Fig. 9. The double-symmetric prism: (left) top of view, (right) right of view. 

 

Fig. 10. Test image with the double-symmetric prism camera (a) without the double-symmetric 
prism, (b) with the double-symmetric prism. 

3.1 Analysis of stereogram 

Figure 8(a) reveals the images acquired by two different cameras being combined into a 
stereo image pair with binocular parallax. The minimum disparity of the stereo image pair 
could be defined 1.99mm, according to the offset of the marginal ray passing the prism and 
the pixel size of CCDs. Such disparity could reflect the stereo depth of 57.70mm when an 
observer viewing the images with positive parallax (or negative parallax). 

Figure 11 presents the images shot by the double-symmetric prism camera at 0° and 20°, 
with the distance 1000mm. In the figure, the first quadrant of camera 1 is combined with the 
second quadrant of camera 2 into a stereo image pair with binocular parallax by IBR. 
Similarly, the fourth quadrant of camera 1 and the third quadrant of camera 2 are combined, 
Fig. 12. With cyclopean vision [20], the stereo image in the figure would extrude the screen 
when the dot viewed by both eyes would be convergent to a point; besides, the positive 
parallax (or negative parallax) could be adjusted to determine the depth relationship of the 
object, with the depth about 38.63mm. Moreover, the distances of the upper and the lower 
objects would be different because of the distinct angles of view. 

 

Fig. 11. Quadrant images shot by the double-symmetric prism camera (a) camera 1 at 0°, (b) 
camera 2 at 20°. 
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Fig. 12. Stereo image pair. 

3.2 Panorama stereo image 

After the above verification succeeded, the 18 double-symmetric prism cameras proceed with 
the panorama acquisition of the object, which is a 3D block. Having the cameras every 20 
degrees take a quadrant image, the acquired quadrants are combined as a panorama stereo 
image with IBR, as shown in Fig. 13. From the figures, the panorama images acquired by the 
cameras could obtain the left and right image pairs from various angles of view of the object, 
and the upper and the lower angles of view can also be obtained for increasing the viewing 
area. Besides, there is no crosstalk between the left and the right images; nor is moiré effect in 
integral photography generated. Moreover, this study also precedes dynamic acquisition of 
the rotation of the object, and IBR is similarly utilized for combining a panorama stereo video 
(Media 1 and Media 2). 

 

Fig. 13. The results of the panorama stereo image pair: (a) upper side of view; (b) lower side of 
view. 

4. Conclusion 

By combining single-lens cameras with the double-symmetric prism arranged by the prisms 
with the horizontal angle of view (the vertex angle 4°) and the vertical angle of view (the 
vertex angle 3°), four images from different angles of view can be received with one 
acquisition. Under the panorama acquisition from the cameras that are placed every 20 
degrees, 18 quadrant images are acquired, in which two neighboring images with the left and 
the right angles of view correspond to the stereo image pair of binocular parallax. The 
panorama stereo image pair with the vertical angle of view ± 16 is then formed through 
image-based rendering. In comparison with traditional panorama acquisition technique, this 
study largely reduces the number of cameras and with merely 1/4 resolution, comparing it to 
integral photography, and the moiré effect does appear. 
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