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A lossless large-volume data hiding method based on histogram shifting is proposed. 

The method is based on a scheme of hierarchically dividing a cover image into smaller 
blocks for data embedding using the histogram shifting technique, which yields a large 
data hiding capacity and results in a high stego-image quality. A technique for recursive 
looking-ahead estimation of the maximum data hiding volume at the lowest level of the 
block-division tree structure is proposed to yield an optimal data hiding result. The tech-
nique is shown to break a bottleneck of data-hiding-rate increasing at the image block 
size of 8 × 8, which is found to exist in other histogram-shifting methods. Four ways of 
block divisions are used, and one of them is selected optimally in each tree level of block 
divisions. A series of experiments have been conducted, and superiority of the proposed 
method to other related methods is shown by comparing the respective experimental re-
sults. A good property of the proposed method observed in the experiments is also 
pointed out, that is, the data hiding rate yielded by the proposed method increases with-
out degrading the stego-image quality, which is an unusual phenomenon in data hiding 
researches.   
 
Keywords: lossless data hiding, histogram shifting, block division, stego-image, steg-
anography 
 
 

1. INTRODUCTION 
 

With the advance of computer networks and signal processing, digital multimedia 
are spread widely through the Internet nowadays. This causes the security problem of 
exposing transmitted digital data on the network with the risk of being copied or inter-
cepted illegally. In order to protect the privacy of private data, various cryptographic 
techniques have been proposed to encrypt these data before conducting data transmission. 
However, with considerable increasing of the computing powers of modern computers, 
the security of the data yielded by these techniques is threatened. In addition, though 
cryptographic techniques encrypt secret messages into unrecognizable forms before 
transmission, the undisguised appearances of the encrypted message would easily arouse 
suspicion and bring on unexpected attacks from hackers. 

The development of information hiding techniques provides another solution to pro-
tecting digital media. Such techniques may be employed to embed private or secret in-
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formation into cover media in such a way that the existence of the hidden information is 
imperceptible but known only to a pre-concerted recipient. The cover media can be of 
various types of digital data, such as image, text, video, etc. Information like private an-
notations, business logos, and critical intelligence can be embedded into a cover image in 
an invisible form so that many applications, like ownership claim of digital contents, copy- 
right protection of media, covert communication between parties, etc., can be fulfilled. 
Information hiding techniques used for covert communication are often called stegano- 
graphy, and those for ownership or copyright protection are often called watermarking. 

In the early phase, conventional steganography [1-4] emphasizes exploring higher 
hiding capacities and pursuing lower quality degradations in watermarked images (also 
referred to as stego-images in the sequel). In general, a small amount of content loss will 
occur in the stego-image, though often imperceptible. However, such a loss is not desir-
able in some applications, such as legal documentation, military reconnaissance, high- 
precision scientific investigation, etc., because it may lead to risks of incorrect decision 
making. In view of this, a type of novel data hiding technique, which is referred to as 
reversible, invertible, lossless, or distortion-free, has been developed in recent years. In 
this study, a reversible data hiding method which yields stego-images with good qualities 
and high data hiding capacities is proposed. 

Reversible data hiding techniques can be employed to restore stego-images to their 
pristine states after the hidden data are extracted. Such techniques can be classified into 
three groups: (1) based on data compression [5-7]; (2) based on pixel-value difference 
expansion [8, 9]; and (3) based on histogram shifting [10-13]. The strategy used in the 
techniques of the first group is to compress message data as well as related information 
and embed the result directly into the cover image. A method in this group is Barton [5] 
which compresses the secret message before embedding them into the bit stream of digi-
tal data. Celik et al. [7] proposed a high-capacity lossless data hiding method which 
quantizes each image pixel by into L-level scales, compresses the quantization residues, 
and embeds the secret bits as well as the compressed data into the quantified image by 
the least-significant-bit (LSB) substitution technique. 

The second group of reversible data hiding methods aims to explore the redundancy 
of pixel values in images. Tian [8] proposed a technique of pixel-value difference expan-
sion by performing fundamental arithmetic operations on pairs of pixels to discover 
hidable space. However, not all pairs can be expanded for data hiding. A location map is 
used to indicate whether pairs are expanded or not. An enhanced pixel-value difference 
expansion method proposed by Kim et al. [9] used a refined location map and a new 
concept of expandability to achieve higher data hiding capacities while keeping the re-
sulting image distortion as low as that yielded by Tian’s method [8]. 

The last group of reversible data hiding methods, to which the proposed method be-
longs, is based on the concept of histogram shifting. Ni, et al. [10] proposed a reversible 
data hiding method which shifts slightly the part of the histogram between the maximum 
point (also called the peak point) and the minimum point to the right side by one pixel 
value to create an empty bin besides the maximum point for hiding an input message. 
Advantages of this method include yielding superior hiding capacities and providing 
higher qualities in stego-images. The knowledge of the maximum point and the mini-
mum point of the histogram is necessary for retrieving the hidden data and restoring the 
stego-image losslessly to the original state. In addition, the coordinates of the pixels 
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whose gray values equal to the gray value of the minimum point b need be recorded as 
overhead information when the value of b is not zero. Consideration of multiple pairs of 
maximum and minimum points was also included in the method in order to raise the data 
hiding capacity, at the sacrifice of the resulting stego-image quality. A problem occurs 
here when too many of such pairs are selected for data hiding. In such a case, a rapid 
increase of the size of the overhead information, which cannot be embedded completely 
in the cover image, might occur. Fallahpour [11] later proposed the idea of decomposing 
the entire cover image into blocks and using the peak point of the histogram of each 
block to hide data. The technique of block division successfully improves the data hiding 
capacity and keeps the stego-image quality at the same level, compared with those of Ni 
et al.’s method [10]. Hwang, et al. [12] proposed the concept of slightly adjusting the 
pixel values located at both sides of a histogram peak to embed message data. There is no 
need to record the knowledge of the location of the peak point because the peak location 
will not be changed after data hiding. But a so-called location map is still required to 
keep the information for restoring the cover image. For cases where the values of mini-
mum points are not zero, the location map should include the location of the histogram 
peak point and those of the local minimum points to the left and right of the peak. The 
data hiding capacity of Hwang et al.’s method, when compared with that of Ni et al.’s, is 
smaller, and the peak signal-to-noise ratio (PSNR) of the stego-image gets worse in some 
cases [13]. A modification of the method using several pairs of peak points and minimum 
points instead of just one was also proposed. However, the more of such pairs are se-
lected, the larger the decrease in the data hiding capacity becomes, because more infor-
mation of the selected minimum points and the reversible points need be kept in the loca-
tion map. Later, Kuo, et al. [13], similar to Fallahpour [11], used the block division tech-
nique to increase the data hiding capacity of Hwang, et al. [12]. 

An important characteristic of the aforementioned histogram-shifting-based data 
hiding methods is that the existence of more histogram peaks implies a higher data hiding 
capacity. For techniques of hiding data besides the peak, more peaks even signify higher 
PSNR values in the stego-images because the gray values of those pixels forming the peak 
will remain unchanged after data embedding. Therefore, in this study, we try to explore the 
possibility of using the largest number of peaks, instead of just using only one, in a block 
to maximize the data hiding capability and minimize the distortion in the stego-image. 

More specifically, based on our detailed experimental observation that the sum of 
the data hiding capacities provided by using the peaks from a group of sub-blocks in a 
cover image generally will be larger than that provided by using a single peak in the 
same cover image, a new reversible histogram-shifting data hiding method which uses a 
looking-ahead strategy to achieve optimal hierarchical block division for improving data 
hiding capacities and stego-image qualities is proposed. Each non-overlapping square 
block in a cover image is divided recursively by four ways of sub-block decompositions. 
And the optimal way which provides the highest data hiding capacity is chosen by a 
looking-ahead hiding capacity estimation scheme, which searches the tree formed by the 
hierarchically divided blocks down to the lowest level. Compared with many existing 
methods, larger data hiding capacities with lower stego-image quality degradation can be 
achieved. Good experimental results demonstrating the effectiveness of the proposed 
method are also shown. 

The remainder of this paper is organized as follows. In section 2, a non-recursive 
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version of the proposed method is described. In section 3, an optimal recursive version of 
the proposed method is presented. Experimental results and some discussions are in-
cluded in section 4. Conclusions are made finally in section 5. 

2. HIERARCHICAL BLOCK DIVISION FOR HISTOGRAM-SHIFTING 
DATA HIDING 

As mentioned previously, more peaks yield larger data hiding capacities. In Ni et al. 
[10], the number of pixels constituting the peak in the histogram of a cover image is 
equal to the data hiding capacity because only a single peak in a cover image is used. 
Thus, Fallahpour [11] divided the cover image into blocks so as to generate a respective 
peak for each block. This technique of block division successfully enhances the data hid-
ing capacity because the total data that can be hidden in multiple blocks is generally lar-
ger than that can be hidden in a single cover image, as mentioned previously. Further-
more, the location of the peak in the histogram indicates generally that a great number of 
pixels are ‘gathered’ in the neighbor area around the peak point. For this reason, Hwang 
et al. [12] used the two neighboring points beside the peak point to embed data. On the 
other hand, the block division technique was also used by Kuo et al. [13] for improving 
the performance of Hwang et al. [12] − a cover image of size 512 × 512 was divided into 
four blocks. 

In this study, to see the trend of data-hiding-rate increasing by block divisions, we 
divided the cover image into equal-sized sub-blocks from size 256 × 256 down to 2 × 2, 
and implemented the method of Kuo et al. [13] to test the resulting blocks. A surprising 
result was observed in the experimental results, i.e., the data-hiding rate increases from 
the size of 256 × 256 through 8 × 8, and then turns to decrease from 4 × 4 to 2 × 2. Figs. 
1-3 show this trend. Additionally, the trend of the PSNR values of the three stego-images 
is also shown as red curves over the bar charts in  the figures, which says that the PSNR 
values keep increasing from the size of 256 × 256 all way down to 2 × 2, contrary to the 
intuition that hiding more data will result in worsening the stego-image quality.   
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Fig. 1. Trend of data hiding capacities and PSNR values versus block sizes in image ‘Lena.’ 
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Fig. 2. Trend of data hiding capacities and PSNR values versus block sizes in image ‘Airplane.’ 
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Fig. 3. Trend of data hiding capacities and PSNR values versus block sizes in image ‘Baboon.’ 

From the above observation, the block size of 8 × 8 is seen to be the best choice for 
maximizing the data hiding capacity while minimizing the image distortion. However, 
this size may as well be regarded as a bottleneck in the trend of data-hiding-rate increas-
ing. It is desired to break this bottleneck and the investigation result yielded in this study 
is positive − by the proposed method the data hiding rate will be increased again beyond 
the size of 8 × 8! The basic concept is to divide each 8 × 8 block by four ways into 4 × 8, 
8 × 4, or 4 × 4, in addition to keeping the original size of 8 × 8. It is also found in the 
experimental results of the proposed method that the PSNR value still keeps going up 
with the decreasing block size. 

The four ways of block divisions are shown in Fig. 4. The optimal way among the  
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Fig. 4. Four ways of block divisions used in this study. 

 
Fig. 5. A block of size 8 × 8 in image ‘Lena.’ 

four, which provides the largest space for data hiding, is chosen by the previously-men- 
tioned looking-ahead scheme for data-hiding-capacity estimation. Fig. 5 shows a block in 
the image ‘Lena’ to illustrate a case that a block of 8 × 8 can provide a larger data hiding 
capacity after it is divided optimally into two 4 × 8 sub-blocks. Originally, the peak point 
of the entire block is found at the gray value of 126 with a data hiding capacity of only 2 
bits. This can be seen from the fact that there are only two pixels with gray values 125 
and 127 at the two sides of gray value 126. But after dividing the block horizontally by 
the way of C3 as shown in Fig. 4, totally a data hiding capacity of 13 bits can be gener-
ated from both the upper and the lower sub-blocks with peak points 129 and 131, respec-
tively, as can be seen from the gray values in the two sub-blocks where there are 13 pix-
els with gray values 128, 130, and 132, which are located next to gray values 129 and 131. 

In the following, the proposed non-recursive method is described in details as two 
algorithms, one for data embedding and the other for data extraction. A key is generated 
by the data embedding algorithm (Algorithm 1). The key is used in the data extraction 
algorithm (Algorithm 2) for security control; without the key, the embedded message 
data cannot be extracted successfully. 

Algorithm 1  Data embedding (a non-recursive version). 
Input: a cover image I divided into blocks with size n × n, and a message M in bit string 

form to be embedded. 
Output: a stego-image I' with M embedded, a key K in the form of an integer number 

sequence, and a location map SM. 
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Step 1: (Block decomposition) divide each block B in I by the four ways C1, C2, C3, and 
C4 as shown in Fig. 4. 

Step 2: (Looking-ahead estimation of data hiding capacities) compute the data hiding 
capacity for each case Ci of block divisions, i = 1, 2, 3, and 4, by the following 
way. 
2.1 For each sub-block Ij in Ci, perform the following operations. 

(1) Generate the histogram h of Ij. 
(2) Find the peak in h and its location x0 (a gray value). 
(3) Sum up the values h(x0 − 1) and h(x0 + 1) as dj. 

2.2 Sum up all values of dj to get the data hiding capacity Di for Ci. 
Step 3: (Optimal decision) select the Ci with the maximum capacity Di among D1 through 

D4, denote it as Cm, and record integer m as a component k in the key K for the 
currently-processed block B. 

Step 4: (Data embedding) for each sub-blocks Ij in Cm, perform the following steps. 
4.1 Generate the histogram h of Ij. 
4.2 Find the peak in h and its location x0. 
4.3 Collect all pixels in Ij with gray values smaller than x0 as a set SL, and those 

with gray values larger than x0 as a set SR. 
4.4 Collect all pixels in SL whose gray values are zero as a set SL

0, and all those 
whose gray values are 255 in SR as a set SR

255. 
4.5 (Histogram shifting) decrement the gray value of each pixel in SL by one ex-

cept those in SL
0, and increment the gray value of each pixel in SR by one ex-

cept those in SR
255. 

4.6 (Location map generation) put SL
0 and SR

255 into a set SM, and call it the loca-
tion map of M. 

4.7 (Bit embedding) take a data bit m  sequentially from M, scan the pixels in Ij in 
a raster-scan order, and take an unprocessed pixel with gray value v, and per-
form the following operation until all the bits in M are processed: 

(1) if v = x0 − 2, then 
increment v by one if m  = 1 or keep v unchanged if m  = 0; 

(2) if v = x0 + 2, then 
decrement v by one if m  = 1 or keep v unchanged if m  = 0. 

Step 5: (Key generation) concatenate the previously-generated values of k’s of all the blocks 
in I in the block-processing order into an integer number sequence k1k2k3 … as the 
desired key K. 

To enhance the level of security, many data hiding methods make use of keys to 
control the data extraction process [14, 15]. In general, data are embedded into the cover 
medium in a specific order which is determined by the key. A key is usually constructed 
by meaningless numbers, and serves as a seed for a random number generator which 
produces a series of numbers to specify the data embedding order. In this study, we use 
differently a scheme of forming the key by the block division information yielded by the 
method, as done in Algorithm 1. Similar schemes were also adopted in [10, 16, 17]. 

In addition, about the generated location map, its size will depend on the numbers of 
pixels with values 0 and 255 existing in the test image. In five test images selected ran-
domly for use in our experiments, the sizes of the location maps generated from them are 
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all 0. But if other images are used, the sizes of the location maps might not be zero. Gen-
erally speaking, pixels with extreme values 0 and 255 are limited in number in common 
images, and for them the proposed method will yield location maps of small sizes. An 
example will be shown later in section 4 where we describe our experimental results. 

Now, the proposed data extraction process is described in the following. 
 

Algorithm 2  Data extraction (corresponding to Algortihm 1). 
Input: a stego-image I' with blocks of size n × n, the location map SM, and the key K. 
Output: the message data M embedded in I' and the original cover image I. 
Step 1: (Initialization) set M = ε (an empty string). 
Step 2: Take out the blocks in I' in order, and divide each of them, denoted by B', in the 

way of the block division specified by the corresponding component k in the key 
K if k is not an empty string (i.e., not ε); if k is ε, then stop this algorithm. 

Step 3: (Data extraction) for each sub-blocks Ij' in B', perform the following steps. 
3.1 Generate the histogram h' of Ij'. 
3.2 Find the peak in h' and its location x0'. 
3.3 (Bit extraction) scan the pixels in Ij' in a raster-scan order, take an unproc-

essed pixel with gray value v, and perform the following operation: 
(1) if v = x0' − 2 or x0' + 2, then extract a bit “0” and append it to the end of M; 
(2) if v = x0' − 1, then extract a bit “1,” append it to the end of M, and decre-

ment v by one; 
(3) if v = x0' + 1, then extract a bit “1,” append it to the end of M, and incre-

ment v by one. 
3.4 Collect all pixels in Ij' with gray values smaller than x0' as a set SL', and those 

with gray values larger than x0' as a set SR'. 
3.5 (Reverse histogram shifting) perform the following steps to recover the cover 

image I. 
(1) Increment the gray value of each pixel in SL' by one, and decrement the 

gray value of each pixel in SR' by one. 
(2) Use the content (SL

0, SR
255) of the location map SM to restore the original 

gray values of the pixels by setting the gray value of each pixel in SL
0 to 

be 0 and that of each pixel in SR
255 to be 255. 

By Algorithm 2, the hidden data can be extracted successfully, and the original cover 
image recovered losslessly. 

3. OPTIMAL RECURSIVE EXTENSION 

Some experiments were conducted with Algorithms 1 and 2 by using the block size 
of 8 × 8, and good results were obtained, as will be reported later. However, it was ob-
served in the experimental process that further divisions of certain blocks of 4 × 4 by the 
same technique of 4-way divisions C1 through C4 as mentioned previously will yield 
even better data hiding rates. This inspired our idea of extending the previously-proposed 
non-recursive method into a recursive version by considering hierarchical block divi-
sions from a selected initial block size down to the size of 2 × 2. Optimal algorithms for 
implementing such an idea were designed and will be presented subsequently. Before 
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that, we present first a corresponding recursive version of the step of looking-ahead es-
timation of the data hiding capacity (step 2 of Algorithm 1) as an algorithm in the fol-
lowing. 
 
Algorithm 3  Recursive looking-ahead estimation of the data hiding capacity of a block. 
Input: a block image B with a size of at least 4 × 4. 
Output: the maximum data hiding capacity D in B and a key component k for B. 
Step 1: (Initialization) set k = ε (an empty string) . 
Step 2: Divide B by the four cases C1 through C4. 
Step 3: Compute the data hiding capacity Di for each case Ci, i = 1-4, in the following way. 

3.1 Compute Di for i = 1, 2, and 3 as follows, 
A.1 for each sub-block Ij in Ci, perform the following steps: 

(1) generate the histogram h of Ij; 
(2) find the peak in h and its location x0; 
(3) sum up h(x0 − 1) and h(x0 + 1) as dj; 

A.2 sum up all dj’s to get the data hiding capacity Di for Ci; 
A.3 set the corresponding component ki of k for Ci as i. 

3.2 If the sizes of the four sub-blocks in C4 are all 2 × 2 (the minimum size for 
which no more block division is performed), then compute D4 in the follow-
ing way: 

B.1 compute the data hiding capacity D1' of each sub-block in C4 by the 
process (A.1) described above; 

B.2 compute D4 as D4 = D1' + D1' + D1' + D1' (four times D1'); 
B.3 set the corresponding component k4 of k for C4 as k4 = 4 <1, 1, 1, 1>; 

otherwise, compute D4 in the following way: 
B.1' for each sub-block Bi' of C4, go to step 3 to perform the step itself 

recursively to compute the data hiding capacity Di' and the compo-
nent ki' of k for Bi'; 

B.2' compute D4 as D4 = D1' + D2' + D3' + D4'; 
B.3' set the corresponding component k4 of k for C4 as k4 = 4 <k1', k2', k3', 

k4'>. 
3.3 Find the largest value Dm among D1 through D4, and take D = Dm and k = km 

as the output and exit. 
 
Algorithm 4  Data embedding (a recursive version). 
Input: a cover image I with blocks of size n × n and a message M in bit string form to be 

embedded. 
Output: a stego-image I', a key K, and a location map SM. 
Step 1: For each block B in I, perform the following steps. 

1.1 (Looking-ahead estimation of data hiding capacities) compute the data hid-
ing capacity D and a key component k for B by Algorithm 3. 

1.2 If the first-level component  in k is 1, 2, or 3, divide B by the corresponding 
way C  into sub-blocks and perform data embedding as described in step 4 
of Algorithm 1 for each sub-block; otherwise, continue. 

1.3 If k is not empty (not an empty string ε), take out the next-level (the ith-level) 
quad-tree components <ki

1, ki
2, ki

3, ki
4> sequentially from k; otherwise, go to 
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step 2. 
1.4 For each ki

j, j = 1-4, perform the following operations: 
if ki

j =  =1, 2, or 3, then 
divide B by the way of C  into sub-blocks and perform data embedding 
as described in step 4 of Algorithm 1 for each sub-block; 

otherwise, with ki
j in the form 4 <ki+1

1, ki+1
2, ki+1

3, ki+1
4>, go to step 1.4 to 

perform the step itself recursively for each ki+1
j, j = 1-4. 

Step 2: (Key generation) concatenate in order the key components k’s of all the blocks in 
I generated in step 1 to form a sequence k1k2k3 …, and take the final image and 
k1k2k3 …, as the output stego-image I' and key K, respectively. 

 
Algorithm 5  Data extraction (corresponding to Algorithm 4). 
Input: a stego-image I' with blocks of size n × n, the key K, and the location map SM. 
Output: the message data M hidden in I' and the cover image I. 
Step 1: (Initialization) set M = ε (an empty string). 
Step 2: For each block B in I', perform the following steps. 

2.1 Take from K sequentially the key component k which corresponds to B. 
2.2 If the first-level component  in k is 1, 2, or 3, then divide B by the way of C  

into sub-blocks and perform data extraction (including the operation of ap-
pending the extracted bit to M) as described in step 3 of Algorithm 2 for each 
sub-block; otherwise, continue. 

2.3 If k is not empty (i.e., not an empty string ε), take out the next-level (the i- 
level) quad-tree components <ki

1, ki
2, ki

3, ki
4> sequentially from k; otherwise, 

stop this algorithm. 
2.4 For each of ki

j, j = 1-4, perform the following operation: 
if ki

j =  = 1, 2, or 3, then 
divide B by the way of C  into sub-blocks and perform data extraction 
(including the operation of appending the extracted bit to M) as de-
scribed in step 3 of Algorithm 2 for each sub-block; 

otherwise, with ki
j in the form 4 <ki+1

1, ki+1
2, ki+1

3, ki+1
4>, go to step 2.4 to per-

form the step itself recursively for each of ki+1
j. 

 
As mentioned previously, the proposed hierarchical block division process can be 

expressed as a construction of a tree structure, on which we explore to the bottom tree 
level and return the best composition of block divisions backward for each initial block 
in the proposed recursive data-hiding capacity estimation algorithm (Algorithm 3). This 
is equivalent to an optimal tree search and the estimated data hiding capacity may be 
regarded as an optimal solution for the proposed recursive data embedding process (Al-
gorithm 4). Additionally, the non-recursive algorithms (Algorithms 1 and 2) may be con-
sidered as special cases of the recursive ones (Algorithms 4 and 5) because we explore 
the tree structure only to the second level in the non-recursive algorithms. 

4. EXPERIMENTAL RESULTS 

A series of experiments have been conducted to test the proposed algorithms on 
images, some of which are shown in Fig. 6. Each test image shown in the figure is a 



A LOSSLESS LARGE-VOLUME DATA HIDING METHOD BASED ON HISTOGRAM SHIFTING 

 

1275 

 

grayscale one of size 512 × 512 with the gray values ranging from 0 through 255. For the 
purpose of comparing our results with those of other methods, we have implemented the 
algorithms of Ni et al. [10], Hwang et al. [12], and Kuo et al. [13]. We show first the 
statistics of some experimental results of our implementation of Kuo et al. [13] in Table 1. 
Each test image was divided into blocks of sizes from 256 × 256 down to 2 × 2. As can 
be observed, as the number of blocks in each test image increases, both the PSNR of the 
resulting stego-image and the data hiding capacity increase until a bottleneck at the block 
size of 8 × 8 is encountered. This phenomenon has also been mentioned previously in 
section 2 and illustrated by Figs. 1-3. 

     
(a) Lena.              (b) Airplane.              (c) Tiffany. 

  
(d) Baboon.          (e) Boat. 

Fig. 6. Test images used in experiments. 

Table 1. Statistics of experimental results of the method of Kuo et al. [13] showing a bottle- 
neck of data-hiding-rate increasing at block size 8 × 8. 

512 × 512 
(No. of blocks) 

256 × 256 
(4) 

128 × 128
(16) 

64 × 64
(64) 

32 × 32
(256) 

16 × 16
(1024)

8 × 8 
(4096)

4 × 4 
(16384) 

2 × 2 
(65536) 

Lena (PSNR of 
stego-image) 

8996 
(48.21) 

12645 
(48.25) 

18422
(48.31)

24182
(48.39)

29537
(48.52)

33931
(48.73)

33349 
(49.15) 

23196 
(50.13) 

Airplane (PSNR 
of stego-image) 

25555 
(48.38) 

30296 
(48.43) 

35109
(48.54)

41780
(48.68)

46945
(48.86)

50920
(49.15)

49690 
(49.71) 

38718 
(50.94) 

Baboon (PSNR 
of stego-image) 

6044 
(48.18) 

7731 
(48.20) 

9474 
(48.23)

11454
(48.27)

12426
(48.33)

12909
(48.46)

12042 
(48.78) 

8309 
(49.65) 

Tiffany (PSNR 
of stego-image) 

16409 
(48.28) 

21617 
(48.35) 

28875
(48.45)

35272
(48.55)

40449
(48.69)

44490
(48.92)

43022 
(49.38) 

30901 
(50.39) 

Boat (PSNR of 
stego-image) 

12931 
(48.25) 

18897 
(48.32) 

26875
(48.41)

33562
(48.50)

38382
(48.62)

40379
(48.81)

38234 
(49.19) 

25955 
(50.13) 
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Table 2. Comparison of results of proposed method and related lossless histogram-shif- 
ting data hiding methods. 

Method Kuo et al.’s 
method 

Proposed non- 
recursive method 
(initial block size 

of  8 × 8) 

Proposed 
non-recursive 
method (initial 

block size 4 × 4)

Proposed recur-
sive method 
(initial block 
size 8 × 8) 

Block size Blocks of size 
8 × 8 

Combination of 
blocks with 

sizes 8 × 8, 8 × 4, 
4 × 8 and 4 × 4

Combination of 
blocks with  

sizes 4 × 4, 4 × 2, 
2 × 4 and 2 × 2

Combination of 
blocks with  

sizes 8 × 8, 4 × 8, 
8 × 4, 4 × 4, 4 × 2, 

2 × 4 and 2 × 2 
Hiding 

capacity 
Quality of  

stego-image Bits PSNR Bits PSNR Bits PSNR Bits PSNR 

Lena (512 × 512) 33931 48.73 41257 48.90 42166 49.36 45342 49.13 
Airplane (512 × 512) 50920 49.15 59397 49.37 58375 49.96 63787 49.64 
Baboon (512 × 512) 12909 48.46 17455 48.57 17650 48.92 19863 48.71 
Tiffany (512 × 512) 44490 48.92 52297 49.10 51900 49.60 56191 49.33 

Boat (512 × 512) 40379 48.81 46833 48.95 45487 49.37 49752 49.12 

Table 3. Comparison of results of proposed non-recursive algorithms and related methods. 

method Ni et al. Hwang et al. Kuo et al. 

Proposed non- 
recursive method 
(initial block size 

of  8×8) 

Image or block size Image of size 
512 × 512 

Image of size 
512 × 512 

Blocks of size 
8 × 8 

Combination of 
blocks with sizes 
8 × 8, 8 × 4, 4 × 8 

and 4 × 4 
Hiding 

capacity 
Quality of  

 stego-image Bits PSNR Bits PSNR Bits PSNR Bits PSNR 

Lena (512×512) 5409 48.22 5304 48.18 33931 48.73 41257 48.90 
Airplane (512×512) 18700 48.45 17502 48.28 50920 49.15 59397 49.37 
Baboon (512×512) 5932 48.28 5793 48.18 12909 48.46 17455 48.57 
Tiffany (512×512) 10153 48.30 9942 48.21 44490 48.92 52297 49.10 

Boat (512×512) 10546 49.25 9709 48.21 40379 48.81 46833 48.95 
 

The proposed method uses the combination of different block divisions C1 through 
C4 to break this bottleneck. First, the non-recursive Algorithms 1 and 2 were utilized, and 
the results are listed in the middle-left part of Table 2 which indeed shows the break-
through effect. Specifically, the initial block size of 8 × 8 was used first in the experi-
ments. As can be seen, both the data hiding capacity and the PSNR value resulting from 
each of the five test images are raised, compared with those yielded by Kuo et al. [13]. 
For example, for the image of Lena, the bottleneck of the data hiding capacity is 33931 
bits with the PSNR 48.73 dB, and the resulting capacity of the proposed algorithms is 
41257 bits with the PSNR 48.90 dB. 
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To see further the effectiveness of Algorithms 1 and 2, we tried the use of a smaller 
initial block size of 4 × 4 and the results are again good enough to break the bottleneck 
for all the five test images, as can be seen from the middle-right part of Table 2. For ex-
ample, the bottleneck of 33931 bits with the PSNR 48.73dB this time is improved to be-
come 42166 bits with the PSNR 49.36 dB for the image of Lena. Both results of the data 
hiding capacity and the PSNR value are even higher than the previous results of 41257 
bits and 48.90dB using the initial block size of 8 × 8. This means that hiding more data 
does not always degrade the stego-image quality, a phenomenon contrary to the general 
understanding that more hidden data will worsen the stego-image quality, as mentioned 
previously. 

However, it is noted that the above superiority of the data hiding capability of using 
initial blocks of size 4 × 4 over 8 × 8 is not always true, as can be seen from the data for 
some other tested images. Specifically, for the images of Airplane, Tiffany, and Boat, the 
data hiding capacities of using initial blocks of size 4 × 4 are lower than those of using 
initial blocks of size 8 × 8. However, this phenomenon indicates that it is possible to ob-
tain even better data hiding capacities and PSNR values for the initial block size of 8 × 8 
by dividing the blocks through two levels, down to 4 × 4 and then 2 × 2. This is the rea-
son why we extended the non-recursive algorithms, Algorithms 1 and 2, into the recur-
sive ones, Algorithms 3 through 5. But instead of using all 4 × 4 and 2 × 2 blocks, we use 
divisions of C1 through C4 to gain even better effects (i.e., we did not always cut a square 
block into 4 smaller square ones using C4 only). 

The experimental results of applying the recursive algorithms, Algorithms 3 through 
5, to the five text images are shown in the rightmost part of Table 2, in which, for example, 
the hiding capacity of image Lena now is 45342 bits which is higher than those yielded 
by Algorithms 1 and 2 (41257 and 42166, respectively, as mentioned previously). 

For a more complete comparison with related methods, including Ni et al. [10] and 
Hwang et al. [12] in addition to Kuo et al. [13], we show the experimental results of our 
implementations of them in Table 3. As can be seen, the proposed recursive algorithms 
produce better results in both the aspects of hiding capacity and image quality. For a 
clearer visualization of the data in Table 3, we use bar-chart diagrams as well to show as 
examples the results of images Lena and Airplane in Figs. 7 and 8, respectively.  

To see the relationship between image characteristics and the performances of the 
previously-mentioned histogram-shifting methods (including the proposed one), we ob-
served first that the image Baboon in Fig. 6 (d) consists of many types of texture with 
less smooth regions; the images Lena and boat are with less textures; and the images 
Airplane and Tiffany have large smooth regions. Next, it is not difficult to see that dif-
ferent types of test images will yield different data hiding capacities and stego-image 
qualities, because the performances of histogram-shifting methods are related to the 
characteristics of test images. More specifically, an image with more smooth regions 
usually includes more pixels with similar grayscale values, and so yields highly possibly a 
large peak value in the histogram. This means that the “bin” at the peak has a large vol-
ume of pixels, resulting in a large capacity for data hiding. On the contrary, a test image 
with more textured regions will provide a smaller data hiding capacity. The experimental 
results described previously in Tables 1-3 can be seen to support this phenomenon. 

In more detail, by Ni’s method [10], the volume of the bin at the peak in the histo-
gram of a cover image will be equal to the data hiding capacity; therefore, images with  
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Fig. 7. Illustration of comparison of hiding capacity versus image distortion in mentioned methods 

using image Lena (including non-recursive and recursive versions of proposed method). 
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Fig. 8. Illustration of comparison of hiding capacity versus image distortion in mentioned methods 

using image Airplane (including non-recursive and recursive versions of proposed method). 

 
more smooth regions such as Tiffany and Airplane will provide larger hiding capacities 
than those with less smooth regions such as Baboon as shown in Column 2 of Table 3. 
Likewise, by the methods of Hwang et al. [12] and Kuo et al. [13], both sides of the peak 
in the histogram of a cover image are used for data hiding, so images characterized as 
smooth will provide larger data hiding capacities than those with textured regions, as can 
be seen from Columns 3 and 4 of Table 3 where the data hiding capacity yielded by Tif-
fany is larger than that by Lena, for example. 

As to the proposed method, including the non-recursive version and the recursive 
one, the same phenomenon is observed as well in Columns 3-5 of Table 2. Specifically, 
the image Airplane provides the largest data hiding capacity, whereas the image Baboon, 
as expected, provides the smallest hiding capacity, among the five given images shown 
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in Fig. 6. 
It was found in this study that a lower bound for the PSNR value of the stego-image 

yielded by the proposed non-recursive Algorithms 1 and 2 can be estimated determinis-
tically, and the estimation is conducted here. As an example, consider one block of the 
4096 ones of size 8 × 8 in a cover image of size 512 × 512. In the extreme case, the block 
is not divided further, that is, the way of C1 is applied to the block. Denote the histogram 
of the given block as h and the location of its peak as x0. In the worst case, the value of 
h(x0) is 1, and except the gray value x0 at the peak, the other 63 pixels’ gray values in the 
block will be incremented or decremented by 1 after the process of data embedding is 
performed. In other words, at least one pixel’s gray value is kept unchanged in each block. 
Therefore, the gray values of at least 4096 pixels will be kept the same in the stego-im-
age. The mean square error (MSE) of the stego-image and the corresponding lower 
bound of the PSNR value thus can be computed by Eqs. (1)-(2), respectively, in the fol-
lowing, where N is the total number of pixels of the cover image, and n × n is the size of 
the blocks: 

 

2

1

1 1
(  1) ( )

N
N

n n

i

N
MSE N

N N n n

−
×

=

= ± = × −
×

∑      

=
1 512 512

[(512 512) ] 0.984
512 512 8 8

×
× × − =

× ×
,    (1) 

 
PSNR = 10 × log10(255 × 255/MSE) = 48.2 dB.    (2) 
 

The PSNR is quite high. If the initial block size is changed from 8 × 8 to 4 × 4, then the 
number of blocks become 4096 × 4 = 16384 and the corresponding PSNR value can be 
computed similarly as follows, 
 

2

1

1 1
(  1) ( )

N
N

n n

i

N
MSE N

N N n n

−
×

=

= ± = × −
×

∑      

=
1 512 512

[(512 512) ] 0.937
512 512 4 4

×
× × − =

× ×
,    (3) 

PSNR = 10 × log10 (255 × 255/MSE) = 48.41.    (4) 
 
which is even higher. It can be deduced from the above computation process that a 
smaller size of blocks produces a higher lower-bound value of the PSNR. As a summary, 
the above analysis indicates that the proposed non-recursive algorithms, Algorithms 1 
and 2, yield good stego-image qualities. 

In the proposed method, we have to generate a location map for image recovery. To 
see the size of a location map, since the sizes of such maps generated from the five test 
images in Figs. 6 (a)-(e) are all 0, we tested an additional image “Gray” (Coleen Gray) as 
shown in Fig. 9 and counted the numbers of pixels with grayscale values 0 and 255 in it 
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to be 23 and 0, respectively. Accordingly, the size of the location map may be easily 
computed to be 17 × (23 + 0) = 391 where the number 17 denotes the total bits used for 
expressing the coordinates of X (needing 8 bits for the image width 246 in the X-direction) 
and Y (needing 9 bits for the image length 340 in the Y-direction) for an “overflow/un- 
derflow” pixel, while the number 23 in “(23 + 0)” means that the number of pixels with 
gray value 0 is 23 and that with gray value 255 is 0. And the data embedding capacity 
yielded by the proposed method is 15399. Comparatively, the size of the location map is 
very small with respect to the data embedding capacity. 

 
Fig. 9. Image “Gray” with size 246 × 340. 

5. CONCLUSIONS 

A lossless data hiding method based on histogram shifting has been proposed, which 
not only embeds large-volume data into cover images, but also produces stego-images 
with high qualities by using a strategy of hierarchical block division. The bottleneck of 
data-hiding-rate increasing at the block size of 8 × 8 found in existing methods is broken 
by the proposed non-recursive algorithms. And the proposed recursive versions of the 
algorithms enhance the performance further both in the data hiding capacity and the 
PSNR value, which result from the proposed scheme of recursive looking-ahead estima-
tion of the data hiding capacity. The estimation process is a kind of optimal tree search 
under the quad-tree structure constructed by the hierarchical block division scheme, and 
so yields an optimal data hiding result under the tree structure. The experimental results 
show the effectiveness of the proposed method. Future researches may be directed to 
investigating more block division types for further improvement on the data hiding ca-
pacity, applying the histogram shifting technique to other information hiding applications, 
reducing the key size, eliminating the use to the location map, etc. 
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