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ABSTRACT

Simulating realistic makeup effects is one of the important research issues in the 3D facial animation and cosmetic indus-
try. Existing approaches based on image processing techniques, such as warping and blending, have been mostly applied
to transfer one’s makeup to another’s. Although these approaches are intuitive and need only makeup images, they have
some drawbacks, for example, distorted shapes and fixed viewing and lighting conditions. In this paper, we propose an
integrated approach, which combines the Kubelka—Munk model and a screen-space skin rendering approach, to simulate
3D makeup effects. The Kubelka—Munk model is used to compute total transmittance when light passes through cosmetic
layers, whereas the screen-space translucent rendering approach simulates the subsurface scattering effects inside human
skin. The parameters of Kubelka—Munk model are obtained by measuring the optical properties of different cosmetic
materials, such as foundations, blushes, and lipsticks. Our results demonstrate that the proposed approach is able to render
realistic cosmetic effects on human facial models, and different cosmetic materials and styles can be flexibly applied and

simulated in real time. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Realistic rendering of human faces with makeup is critical
for many applications in 3D facial animation and cosmetic
industry because facial makeup is one of the most com-
mon routines for many females or even for some males.
Makeup is a multi-layered process: skin care products are
usually applied first and some cosmetics, such as founda-
tion, blush, lipstick, and eye-shadow, are then smeared on
one’s face. By smearing the cosmetics on one’s face, facial
appearance changes obviously.

Several methods have been proposed to render makeup
effects. These methods can be divided into two categories
as follows: cosmetic transfer and makeup simulation.
Cosmetic transfer requires examples of makeup images
to transfer makeup effects. The transfer process can be
performed very efficiently because it is computationally
inexpensive. Nevertheless, cosmetic transfer has some lim-
itations. For instance, each example image needs to be
taken under a similar viewing and lighting direction, and
the style of makeup effects is restricted by the exam-
ples. Furthermore, cosmetic transfer can only generate the
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makeup effects under a fixed viewing and lighting direc-
tion. In contrast to cosmetic transfer, makeup simulation
needs to know the optical properties of cosmetics and
skins, such as scattering coefficients and absorption coeffi-
cients, to simulate makeup appearance. The optical prop-
erties are usually captured using special devices. Once
the optical properties are captured, the style of makeup
simulation can be freely set.

In this paper, we aim to simulate the realistic rendering
effect of human skin with cosmetics applied. A screen-
space skin rendering technique [1] and a physically based
Kubelka—Munk model [2] are employed to rendering cos-
metic effects. Some cosmetic effects such as pearl and glit-
ter effects are not handled in the proposed method because
their optical properties are difficult to be measured. Our
work makes the following two contributions: (i) proposing
a framework that combines a screen-space skin rendering
method and the Kubelka—Munk model for cosmetic render-
ing; (ii) developing a makeup simulation system that allows
users to modify cosmetic styles and materials in real time.

2. RELATED WORK

Cosmetic transfer. Cosmetic transfer aims to transfer
one’s makeup information to another’s. Such methods
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usually require one or more makeup examples as the source
cosmetic information. Tong et al. used two example images
of the source face representing the facial appearances
before and after makeup to derive a cosmetic map [3]. The
cosmetic map was then applied to an image of the target
face to transfer the makeup effect. Guo and Sim proposed
another approach to transfer cosmetic effects based on one
source image and one target image [4]. They applied image
processing techniques to analyze the source image and uti-
lized the obtained information to generate the final result.
These two methods both utilized 2D image warping, which
might cause the shape of makeup to be distorted. They
also needed to capture the example images at the same or
similar viewing condition.

Scherbaum er al. built a database of facial geome-
try captured by structural lights and used the database
to synthesize the makeup effect [5]. Their database
stored pairs of images of human faces without and with
makeup. The information from a pair of images, such as
position, surface normal, diffuse map, scattering profile,
specular, and the cosmetic map were extracted. In the
run-time, the user inputs a 2D facial image to retrieve
a similar 3D face. The 3D face was then deformed
to fit the input 2D image. After fetching the suitable
face, the best matched facial appearance and cosmetic
map in the principal component analysis (PCA) space
were selected from the database. They then synthe-
sized the cosmetic map and applied it to the diffuse
map. This approach provided a good way to transfer
makeup effect, but it still has some problems. First,
the style of makeup is fixed; second, the system needs
more hints to synthesize a plausible cosmetic map.
Finally, the system needs many examples to produce the
appearance correctly.

Cosmetic simulation. Moriuchi er al. used a phys-
ical model and a statistical approach to simulate
foundation [6]. They measured the foundation from dif-
ferent viewing angles and captured its reflectance between
400 and 700 nm. They then fitted the data with the
Cook—Torrance model to find the appropriate parame-
ters. Using Cook—Torrance model to describe the translu-
cent material, however, is not sufficient, because it is
originally used to describe the bidirectional reflectance
distribution function, not translucent materials. There-
fore, they employed a statistical approach to analyze
the reflectance data using PCA. Doi er al. used the
Kubelka—Munk model to render the foundation on human
skin [7]. They measured the reflectance of female skin
and liquid foundations and showed the estimated skin
color and foundation makeup using a color palette.
Although they measured the skin reflectance, they did
not apply it to 3D rendering. The translucent appear-
ance of skin was also not handled. In this paper,
we render cosmetic effects on 3D facial models using
the diffusion approximation and thus can simulate the
translucent effect.

Translucent and skin rendering. Human skin appear-
ances can be simulated by translucent rendering. Among
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different translucent rendering approaches, the diffuse
approximation has been used widely in recent years. Jensen
et al. introduced the dipole diffuse approximation to solve
the radiant transfer equation [8]. By assuming that the
thickness of the material is infinite and the scattering coef-
ficient oy is much larger than the absorption coefficient
0Oa, they transformed the complex computation of interior
behavior to a dipole function of distance and thus speeded
up the computation process. Donner and Jensen extended
the dipole approximation by adopting the multipole func-
tion to approximate thin-layered materials, such as skin
and leaves [9]. After computing the reflectance of each
layer, they used multilayered model to combine each layer.
However, they did not deal with the measurement of the
parameters of multipole model. The parameters acquired
by the dipole model may not be used in the multipole
model either.

d’Eon et al. further proposed a real-time texture-space
algorithm for accelerating skin rendering [10]. They used
sum-of-Gaussian to fit the diffuse profile and replaced
the costly surface integration by multiple Gaussian blur-
ring. The computation can be performed by graphics pro-
cessing unit while physically plausible simulation is still
retained. Jimenez er al. extended the texture-space tech-
nique to screen-space by applying screen-space informa-
tion to blur the result in multiple times [1]. Krishnaswamy
and Baranoski proposed a biophysically based spectral
model for skin parameter acquisition [11]. Donner et al.
[12] and Ghosh et al. [13] also obtained the skin param-
eters by fitting the measurement data to the appearances
of human faces. All of these methods were designed only
for skin rendering, not cosmetics. We focus on handling
the combined rendering effects of cosmetics and skin
layers in this paper.

3. APPROACH

Facial makeup is a multilayered structure. It usually con-
sists of the skin layer, the foundation layer, the blush
layer, and the eye shadow layer. To render this multi-
layered structure, we propose a framework that consists
of a screen-space translucent rendering approach and the
Kubelka—Munk model to simulate the makeup appearance.
The proposed cosmetic rendering framework deals with
two types of layers as follows: cosmetic and skin layers.
We assume that the cosmetics do not have the pearl and the
sparkle effect.

Figure 1 shows an overview of the proposed framework.
To render the human skin with cosmetics, our system first
computes the reflectance and transmittance of cosmetics.
Next, the irradiance that passes through the cosmetic lay-
ers is calculated. After obtaining the irradiance of skin,
we apply a screen-space subsurface scattering method to
estimate the outgoing radiance. Then, the specular terms
of skin and cosmetics are computed. Finally, the radiance
of skin passing through cosmetics is combined with the
reflectance of cosmetics.
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Figure 1. Overview of our cosmetic rendering framework.

3.1. Reflectance and Transmittance
of Cosmetics

When the incident light reaches the surface of cos-
metic layers, light is reflected to the air or transmitted
to skin. To model this lighting behavior, we adopt the
Kubelka—Munk model [2] to compute the reflectance and
the transmittance of each cosmetic layer and then use the
multilayered theory to compute final reflectance and trans-
mittance. The Kubelka—Munk model computes reflectance
Rp and transmittance 7" using the following equations:

_ sinh bSX )
0= UsinhbSX + bcoshbSX
b
(2)

T =
asinhbSX + bcoshbSX

where S and K are scattering and absorption coefficients
per unit length, respectively. X is the thickness of a layer.

(a) (b) (©

Physically based cosmetic rendering

a=1+ (%) b = va? —1. Note that Ryg means the
reflectance that is not affected by the beneath background.
The scattering coefficient S and the absorption coefficient
K can be obtained by applying an inversion procedure to
the measured reflectance. The detailed measurement proce-
dures will be discussed in Section 4. Rg and 7' computed
by the Kubelka—-Munk models are wavelength dependent
and cannot be directly used for rendering. Hence, we first
convert the spectra of the total reflectance and transmit-
tance to CIE XYZ color space, which are then converted to
the CIE RGB color space for rendering.

In order to represent different cosmetic styles for ren-
dering, we use a cosmetic map to mark the region and
thickness of each makeup layer. Therefore, we can fetch
the corresponding texel to check whether it is covered
by a cosmetic or not. Figures 2(a) and 3(a) illustrate two
cosmetic maps. For multiple cosmetic layers, we need to
combine different layers to obtain the final reflectance and
transmittance. The combination of reflectance and trans-
mittance of two layers involve multiple reflection. Figure 4
shows the path of the diffusion radiation for two layers. The
reflectance and transmittance can be formulated in sum of
geometric series, which can be calculated by Equations (3)
and (4). This formulation can be extended to solve the cases
that involve more than two layers.

Ris— Ry + RiTL 3)
2T T TTRIR,
T\Ts
T = — 4
25 TTR R, “)

3.2. Skin Subsurface Scattering

We adopt a screen-space skin rendering technique pro-
posed by Jimenez et al. [1] to render the appearance of
human skin. In our work, we consider whether the surface
is covered by the cosmetics or not. If the surface is covered,
the received energy will be affected by the transmittance of

(d) ©) ®

Figure 2. Makeup rendering of Digital Coco for multilayered cosmetics. (a) Cosmetic map. Red: foundation area. Blue: lipstick. Yellow:
blush 4 foundation. (b) The appearance of skin. (c) Foundation 1 + Lipstick 1 + Blush 1. (d) Foundation 5 + Lipstick 1 + Blush 1.
(e) Foundation 5 + Lipstick 3 + Blush 2. (f) Foundation 3 4 Lipstick 3.
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(a) (b)

(©) (d

Figure 3. Makeup rendering of Digital Orange for multilayered cosmetics. (a) Cosmetic map. (b) The appearance of skin.
(c) Foundation 1 + Lipstick 7 + Blush 1. (d) Foundation 3 4+ Lipstick 6 4 Blush 1.
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Figure 4. Reflectance and  transmittance  of  two

non-homogeneous layers.

the cosmetics. The total energy of light passing through the
cosmetics is computed and stored in a screen-space irradi-
ance map. The irradiance map is then blurred several times
and combined. In each blurring pass, alpha blending is
used to accumulate the blurring result, where the blending
weights are set according to the sum-of-Gaussian.

3.3. Specularity of Skin and Cosmetics

The specular term is the most important for describing the
highlight effect. In our observations, if we apply cosmetics
to human skin, cosmetics usually make the skin surface

look smoother. In particular, when foundation is applied,
fine wrinkles on the skin surface are filled with the founda-
tion, which changes the microfacet of skin and makes sur-
face smoother. Unfortunately, the Kubelka—Munk model
does not consider the specular term. Dorsey and Hanrahan
[14] proposed a simple way to solve this problem. For each
layer, they used the Kubelka—-Munk model to compute the
reflectance and transmittance and added specular effect by

. ~ i /r .
a simple model Cs(N - H)'/", where Cy is the specular

color, r is the roughness, and Xf) and FI) are the normalized
normal vector and half vector, respectively. We use a sim-
ilar way to simulate the specularity of each layer. Figure 5
shows the results of specular effects due to different foun-
dations, where the left image only considers the specularity
of skin, the middle image only considers the specularity of
foundation, and the right image considers the specularity
for both foundation and skin layers.

For each layer, we use the bidirectional reflectance dis-
tribution function specular model introduced by Kelemen
et al. [15] to compute the specular term. This model is
listed in Equation (5).

Figure 5. The rendering result with specularity. Left: only skin specularity added; middle: only foundation specularity added;
right: both skin and foundation specularity added.
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where Z) is the normalized light direction, T/) is the nor-
malized view direction, FI) is the normalized half vec-
tor, F (ﬁ ~7j) is the Fresnel term, and P—>(7-I>) is the
Beckmann distribution function. For the Fresnel term, we
use Schlick’s approximation to simulate the non-metal
materials. The specular computation is performed from the
bottom layer to the top layer. The remained specular light-
ing is reduced by the transmittance of the next layer, then
combined with the new specular effect. In our implemen-
tation, we cannot measure the roughness and the index
of refraction accurately. Therefore, we simply adjust the
roughness to control the highlight and set a constant value.
We believe that if we can obtain these parameters, more
realistic results can be achieved.

4. MEASUREMENT OF COSMETICS

To compute the reflectance and transmittance of cosmet-
ics layers, we need the scattering coefficient S and the

Physically based cosmetic rendering

absorption coefficient K. We measured these properties of
cosmetics according to the Kubelka—Munk model. S and
K can be evaluated by Equations (6) and (7), respectively.
Both § and K are wavelength dependent.

1 —R
S=— |:c0th_1 a-R —coth™!

a—Rg]
bD b b

6)

K=5S(a—1), 7

where a = % (i + Roo), b = +a?—1,and D is the
thickness of sample. R, denotes the reflectance of the
layer when it is thick enough to be opaque. R represents
the reflectance of the thin layer painted on the background,
and Rg is the reflectance of the background. Note that
the reflectance R differs from Ry in Equation (1). R in
Equation (6) contains the influence of background beneath
the cosmetic layer, whereas the Rg in Equation (1) is the
reflectance of the layer only.

Figure 6. Our capture device and environment.

Figure 7. Liquid foundation samples. Left: the background. Middle: thick layer. Right: thin layer.
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(b)

Figure 8. (a) The container. (b) Loaded with liquid foundation. The depth of shallow and deep containers are 0.15 and 2 mm,
respectively.

Solving for both the scattering coefficient S and the
absorption coefficient K requires corresponding Reo, R,
and Rg. We use a spectroradiometer (MINOLTA CS-2000)
to measure liquid foundation, cream blush, cream eye
shadow, and lipstick. A D55 light source is used, and mea-
surement is performed for wavelength between 380 and
780 nm with the interval of 5 nm. Figure 6 shows our
measurement device and environment.

The spectroradiometer measures the radiant energy com-
ing from the light and being reflected by the material. As
the received radiant energy is influenced by the spectrum
of light source, we need to convert the radiant energy to
the reflectance, which can be expressed as

Emn(A) is the radiant energy of light that hits the sur-
face and reflects to the spectroradiometer. R(A) is the
reflectance of the material, and E (4) is the radiant energy
of the incident light. We use barium sulfate of purity 99%
as the standard white material to measure radiant energy of
light source E7j . The reflectance of the measured material
can be computed by Equation (8). After this process, we
obtain the reflectance of each material R(A).

In our measurement experiments, we paint a cosmetic
sample with enough thickness on the black background to
make it opaque and measure its reflectance to obtain Reo.
Then, we paint the sample on a black background with
certain thickness to measure R. Finally, we measure the
reflectance of the background to determine Rg. Figure 7
shows a liquid foundation sample. We also make a sim-

En(}) ple container to load samples as shown in Figure 8. By
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Figure 9. The spectrum reflectance of some of the measured cosmetics. X-axis and Y-axis are the wavelength in nm and
reflectance value, respectively. Red: reflectance of a 0.15-mm thin layer (with background) R; Green: reflectance of a thick layer Roo;
Blue: reflectance of background Ry.
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Figure 10. The obtained parameters of some of the measured cosmetics. Red: absorption coefficient K; Green: reflectance of thin
layer (without background) Ry; Blue: scattering coefficient S.

using this container, we can easily make a flat sample and
measure the thickness of the sample. Figure 9 shows the
reflectance of Reo, R, and Ry of three different cosmetics.

We apply Reo, R, and Rg to Equations (6) and (7)
to obtain the scattering coefficient S and the absorption
coefficient K, respectively. The S and K of each wave-
length are then used in Equations (1) and (2) to simulate
the reflectance Rg and transmittance 7" of a thin layer. We
can also use different thickness X to describe cosmetic
materials of different thickness.

5. RESULTS

We implemented our cosmetic rendering system in DirectX
10 and HLSL. We rendered the makeup effects on two
human facial models, including Digital Coco and Digi-
tal Orange. The geometry and appearance of both models
were captured using the Light Stage X, including high-
resolution meshes, normal maps, and diffuse reflectance
maps. All rendering results were generated on a PC
equipped with Intel Core i5 750 2.67 GHz CPU, 4 GB
RAM, and an NVIDIA GTX 260 graphics card. The reso-
lution of frame buffer is 1280 x 720. The rendering frame
rate is about 170-175 frames per second for all cosmetic
rendering results.

‘We measured the optical properties of different cosmet-
ics, including five liquid foundations, two cream blushes,
and seven lipsticks. The brands of these cosmetics are
listed in Table A of the supplemental material. We first
acquired the reflectance spectrum of these cosmetics.
Figure 9 shows some of the measured results. Next,
we used Equations (6) and (7) to compute the

Comp. Anim. Virtual Worlds 2013; 24:275-283 © 2013 John Wiley & Sons, Ltd.
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absorption coefficient K and scattering coefficient S.
Finally, we reconstructed the reflectance Rg and transmit-
tance T using Equations (1) and (2). Figure 10 depicts K,
S, and reflectance Ry of these cosmetics in Figure 9. Once
the optical parameters of cosmetics are obtained, we can
use our system to render human skin with cosmetics. Our
system allows the user to change the cosmetic material and
simulates its makeup effects in real time. The rendering
result of each measured cosmetic can be found in Figures
A-C of the supplemental material.

Makeup usually combines layers of different cosmetics.
Our method is able to render the skin with multilayered
cosmetics. Figures 2 and 3 show our results of multilay-
ered cosmetics. In particular, the cheeks are influenced by
both foundation and blush. Our system allows the user to
manipulate multiple cosmetics intuitively. Figure 11 shows

Figure 11. Comparison with the reference image of real
makeup. Left: reference image; Right: our result.
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a comparison of our result with the photo of a real makeup.
We apply the hybrid normal map method proposed by Ma
et al. [16] to generate the reference images. Their method
can reproduce the surface shading of the object being cap-
tured because it acquires the specular and diffuse normal
maps by polarized illumination in Light Stage. As we do
not have the exact cosmetic map of the real makeup, our
result is slightly different from the real makeup. Neverthe-
less, one can still observe that our rendering result provides
a very similar appearance to the reference image.

Limitations. In the current approach, we do not con-
sider the cosmetics that have pearl or sparkle effects.
As these effects are view dependent, it is difficult to sim-
ulate them by simply using the Kubelka—Munk model.
These effects, however, are also important for makeup sim-
ulation. Besides, we do not consider the cosmetics in the
sparse powder form. This may not be a big problem though
as it is not easy to distinguish the differences among liquid,
cream, and sparse powder when the makeup is smeared
evenly. Finally, compared with the work by Donner and
Jensen [9], our approach ignores the subsurface scattering
effects of cosmetics. This works well for some cosmetics,
but not all cosmetics, especially for those kind with high
translucency.

6. CONCLUSION

Our approach provides a simple way to realistically render
cosmetics on human skins by combining a screen-space
skin rendering method with Kubelka—Munk model. Dif-
ferent from existing makeup transfer methods that warp
an example makeup image to a user’s facial image, our
makeup simulation system is physically based and pro-
vides flexible user control on cosmetics’ thickness and
styles in real time. Our system can be used in cos-
metic industry to provide an interactive preview system
that allows customers and designers to quickly simulate
makeup effects. We believe that our work would greatly
benefit many related applications in the cosmetic industry.

In the future, we would like to simulate more com-
plex makeup effects that are view-dependent and handle
cosmetics in powder forms. Also, we currently use some
auxiliary 2D tools to help users design the cosmetic map.
In the future, we can employ 3D mesh painting tools to
allow users to paint makeup directly on a their facial mod-
els. Another direction is to combine the cosmetic map with
cosmetic transferring method. The makeup styles can be
extracted from images and represented as cosmetic maps,
which then can be used in the proposed system to simulate
the makeup effects in different styles.
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