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#### Abstract

A secret-sharing scheme is a protocol by which a dealer distributes shares of a secret key among a set of $n$ participants in such a way that only qualified subsets of participants can reconstruct the secret key from the shares they received, while unqualified subsets have no information about the secret key. The collection of all qualified subsets is called the access structure of this scheme. The information rate (resp. average information rate) of a secretsharing scheme is the ratio between the size of the secret key and the maximum size (resp. average size) of the shares. In a weighted threshold scheme, each participant has his or her own weight. A subset is qualified if and only if the sum of the weights of participants in the subset is not less than the given threshold. Morillo et al. [19] considered the schemes for weighted threshold access structure that can be represented by graphs called $k$-weighted graphs. They characterized this kind of access structures and derived a result on the information rate. In this paper, we deal with the average information rate of the secret-sharing schemes for these structures. Two sophisticated constructions are presented, each of which has its own advantages and both of them perform very well when $n / k$ is large.
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## 1. Introduction

A secret-sharing scheme is a protocol by means of which a dealer distributes a secret key among a set of participants $\mathcal{P}$ so that only qualified subsets of $\mathcal{P}$ can reconstruct the secret key whereas unqualified subsets of $\mathcal{P}$ have no information about the secret key. The family of all qualified subsets is called the access structure of the scheme. In practice, an access structure has to be monotone which means any subset of $\mathcal{P}$ containing a qualified subset must also be qualified. The basis $\Gamma_{0}$ of an access structure $\Gamma$ is the set of all minimal subsets in $\Gamma$. The access structure $\Gamma$ is called the closure of $\Gamma_{0}$, denoted as $\Gamma=C l\left(\Gamma_{0}\right)$. In addition, $\Gamma$ is $r$-homogeneous if the cardinality of each subset in $\Gamma_{0}$ is $r$.

The first secret-sharing schemes were ( $t, n$ )-threshold schemes. These schemes were introduced by Shamir [22] and Blakley [2] independently in 1979. The basis of the access structure for such a scheme consists of all $t$-subsets of the set $\mathcal{P}$ of participants of size $n$. Related problems have received considerable attention since then. Secret-sharing schemes for various access structures have been widely studied [2-7,9,12,15,19,20,22,24-26]. Many modified versions of secret-sharing schemes with additional capacities were proposed [ $8,11,13,14,16,17,21,23,27$ ]. The reader is referred to [1] for a comprehensive survey. Secret sharing has been an interesting branch of modern cryptography.

[^0]One of the most important research directions regarding secret-sharing schemes is to establish bounds on the size of the shares given to the participants and thereby obtain bounds on the storage and communication complexity. There are two major tools to measure the efficiency of a secret-sharing scheme, namely the information rate and the average information rate of a scheme. The information rate of a secret-sharing scheme is the ratio between the length (in bits) of the secret key and the maximum length of the shares given to the participants. The average information rate of a secret-sharing scheme is the ratio between the length of the secret key and the average length of all shares given to the participants. In a practical implementation of a secret-sharing scheme, these rates are expected to be as high as possible. Therefore, researchers also concern about the highest rates a secret-sharing scheme can have for a given access structure. The optimal (average) information rate of an access structure is the maximum (average) information rate over all secret-sharing schemes which realize that access structure.

Graph-based access structures have been widely studied during the past decades. In such an access structure, each vertex of a graph $G$ represents a participant and each edge represents a minimal qualified subset, that is, $\mathcal{P}=V(G)$ and $\Gamma=C l(E(G))$. The optimal information rate (resp. optimal average information rate) of an access structure based on a graph $G$ is denoted as $\rho^{*}(G)$ (resp. $\tilde{\rho}^{*}(G)$ ). It is easy to see that $\rho^{*}(G) \leqslant \tilde{\rho}^{*}(G) \leqslant 1$ and that $\rho^{*}(G)=1$ if and only if $\tilde{\rho}^{*}(G)=1$. A secret-sharing scheme with the information rate equal to one is then called an ideal secret-sharing scheme. An access structure is ideal if there exists an ideal secret-sharing scheme for it. Brickell and Devenport [6] have completely characterized ideal graph-based access structures. For general graphs, Stinson [26] showed that $\rho^{*}(G) \geqslant \frac{2}{d+1}$ where $d$ is the maximum degree of $G$ and $\tilde{\rho}^{*}(G) \geqslant \frac{2 n}{2 m+n}$ where $n=|V(G)|$ and $m=|E(G)|$. Due to the difficulty of the derivation of good results on general graphs, most efforts have been focused on small graphs [5,12,15] and graphs with better structures [3,5,9,10,18,26].

Morillo et al. [19] considered the weighted threshold secret-sharing schemes. This is the case when every participant is given a weight depending on his or her position in an organization. A set of participants is in the access structure if and only if the sum of the weights of all participants in the set is not less than the given threshold. Morillo et al. characterized weighted threshold access structures based on graphs and studied their optimal information rate. Since these access structures are more applicable in real-life situation, an in-depth investigation can have a significant contribution to the application of secret sharing. We are motivated to construct better secret-sharing schemes for them and have a more detailed analysis of the average information rate of our schemes.

This paper is organized as follows. Definitions, notations and basic known results are introduced in Section 2. Morillo's characterization and constructions of secret-sharing schemes of graph-based weighted threshold access structures are presented in Section 3. In Section 4, we start with an observation on the structure of the graphs that represent weighted threshold access structures, and then our first construction is introduced. Subsequently, one more sophisticated construction is presented in Section 5. Finally, we give a comparison of these constructions in Section 6.

## 2. Preliminaries

Let $\mathcal{P}$ be the set of all participants, $\mathcal{K}$ be the set of all secret keys, $\Gamma \subseteq 2^{\mathcal{P}}$ be the access structure and $S$ be the set of all possible shares. Given a secret key $d \in \mathcal{K}$, a dealer $D$ gives to participant $p$ a share $s_{p, d} \in S_{p}$ where $S_{p}$ is the set of all shares participant $p$ receives from the dealer corresponding to all keys in $\mathcal{K}$. A distribution rule is a function $f:\{D\} \cup \mathcal{P} \rightarrow \mathcal{K} \cup S$ with $f(D) \in \mathcal{K}$ and $f(p) \in S$ for all $p \in \mathcal{P} . f(D)$ is the secret key to be distributed and $f(p)$ is the share participant $p$ receives from the dealer for key $f(D)$. Let $\mathcal{F}$ be a collection of distribution rules and $\mathcal{F}_{d}=\{f \in \mathcal{F}: f(D)=d\}$. We call $\mathcal{F}$ a perfect secret-sharing scheme if the following two conditions are satisfied:
(i) Given any $B \in \Gamma$ and $f, g \in \mathcal{F}$, if $f(p)=g(p)$ for all $p \in B$, then $f(D)=g(D)$.
(ii) Given any $B \notin \Gamma$ and any function $g: B \rightarrow S$, there exists a nonnegative integer $\lambda(g, B)$ such that, for each $d \in \mathcal{K}$,

$$
\left|\left\{f \in \mathcal{F}_{d} \mid f(p)=g(p), \forall p \in B\right\}\right|=\lambda(g, B)
$$

The first condition guarantees that the shares given to a qualified subset uniquely determine the secret key, while the second ensures that the shares given to an unqualified subset reveal no information about the secret key. When these two conditions are made, we say that this secret-sharing scheme $\mathcal{F}$ realizes the access structure $\Gamma$. Since all schemes mentioned in this paper are perfect, we will simply use "secret-sharing scheme" for "perfect secret-sharing scheme" throughout this paper. In a secret-sharing scheme $\mathcal{F}$, the information rate, denoted $\rho(\mathcal{F})$, is defined as

$$
\rho(\mathcal{F})=\frac{\log _{2}|\mathcal{K}|}{\max \left\{\log _{2}\left|S_{p}\right|: p \in \mathcal{P}\right\}}
$$

and the average information rate, denoted $\tilde{\rho}(\mathcal{F})$, is defined as

$$
\tilde{\rho}(\mathcal{F})=\frac{\log _{2}|\mathcal{K}|}{\frac{1}{|\mathcal{P}|} \sum_{p \in \mathcal{P}} \log _{2}\left|S_{p}\right|}=\frac{|\mathcal{P}| \log _{2}|\mathcal{K}|}{\sum_{p \in \mathcal{P}} \log _{2}\left|S_{p}\right|}
$$

Example 2.1. $\mathcal{P}=\{a, b, c\}, \Gamma_{0}=\{\{a, b\},\{b, c\}\}, \mathcal{K}=G F(3)$. Let $\mathcal{F}=\left\{f_{r, d} \mid r, d \in G F(3)\right\}$ where $f_{r, d}(D)=d, f_{r, d}(a)=f_{r, d}(c)=r$ and $f_{r, d}(b)=r+d$. This scheme can be represented by the following table:

| $D$ | $a$ | $b$ | $c$ |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 0 | 2 | 2 | 2 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 2 | 1 |
| 1 | 2 | 0 | 2 |
| 2 | 0 | 2 | 0 |
| 2 | 1 | 0 | 1 |
| 2 | 2 | 1 | 2 |

Note that each row in the table represents a distribution rule. One can easily check that this scheme is a secret-sharing scheme and $\rho(\mathcal{F})=\tilde{\rho}(\mathcal{F})=1$ since $\mathcal{K}=S_{a}=S_{b}=S_{c}=G F(3)$. This scheme is in fact an ideal one.

In this paper, only graph-based access structures are considered. In this case, $\Gamma=C l(E(G))$ is 2-homogeneous. The graphs with optimal rate $\rho^{*}(G)=1$ or $\tilde{\rho}^{*}(G)=1$ have been completely characterized by Brickell and Devenport.

Theorem 2.2 [6]. Suppose that $G$ is a connected graph, then $\rho^{*}(G)=1$ if and only if $G$ is a complete multipartite graph.
Example 2.1 shows that $\rho^{*}\left(K_{1,2}\right)=1$ since the access structure of the scheme is $\mathrm{Cl}\left(K_{1,2}\right)$. For graphs that are not complete multipartite graphs, Blundo et al. [5] have shown the following fact.

Theorem 2.3 [5]. Suppose that $G$ is a connected graph that is not a complete multipartite graph, then $\rho^{*}(G) \leqslant \frac{2}{3}$ and $\tilde{\rho}^{*}(G) \leqslant \frac{n}{n+1}$ where $n=|V(G)|$.

When dealing with information rates, the following lemma is especially helpful.
Lemma 2.4 [5]. If $G^{\prime}$ is an induced subgraph of graph $G$, then $\rho^{*}(G) \leqslant \rho^{*}\left(G^{\prime}\right)$.
Stinson [26] proposed a very useful decomposition construction which enables us to build up secret-sharing schemes for larger graphs using smaller complete multipartite graph through complete multipartite coverings. A complete multipartite covering of a graph $G$ is a collection of complete multipartite subgraphs $\left\{G_{1}, G_{2}, \ldots, G_{l}\right\}$ of $G$ such that each edge of $G$ belongs to at least one subgraph $G_{i}$.

Theorem 2.5 [26]. Suppose that $\left\{G_{1}, G_{2}, \ldots, G_{l}\right\}$ is a complete multipartite covering of a graph $G$ with $V(G)=\{1,2, \ldots, n\}$. Let $R_{i}=\left|\left\{j \mid i \in V\left(G_{j}\right)\right\}\right|$ and $R=\max _{1 \leqslant i \leqslant n} R_{i}$. Then there exists a secret-sharing scheme for access structure $\mathrm{Cl}(E(G))$ with information rate $\rho$ and average information rate $\tilde{\rho}$ where

$$
\rho=\frac{1}{R} \quad \text { and } \quad \tilde{\rho}=\frac{n}{\sum_{i=1}^{n} R_{i}}=\frac{n}{\sum_{i=1}^{l}\left|V\left(G_{i}\right)\right|} .
$$

According to the theorem, in order to construct a secret-sharing scheme with higher information rate (resp. average information rate), we need a complete multipartite covering with less maximum number of occurrence of a vertex (resp. less total number of occurrences of the vertices) in the covering.

## 3. Weighted threshold secret-sharing scheme

Given a set of $n$ participants $\mathcal{P}$, a threshold $t>0$ and a weight function $w: \mathcal{P} \rightarrow \mathbb{R}$ with $w(p) \geqslant 0$ for all $p \in \mathcal{P}$, the ( $t, n, w$ )-weighted threshold access structure consists of all subset $A \subseteq \mathcal{P}$ such that $w(A)=\sum_{p \in A} w(p) \geqslant t$. Morillo et al. [19] showed that any weighted access structure determined by a non-integer-valued weight function and a non-integer threshold can also be determined by an integer-valued weight function and an integer threshold. So, considering integer-valued weight functions is sufficient in our problem. In the remainder of the paper, we assume that a weight function $w$ is given. An access structure $\Gamma=C l\left(\Gamma_{0}\right)$ is said to be connected if for any participant $p \in \mathcal{P}$, there exists $A \in \Gamma_{0}$ such that $p \in A$. Throughout this paper, we consider 2-homogeneous connected weighted threshold access structure and exclude the case where any participant has zero-weight. This kind of access structure can be represented by a graph $G$. In this graph, there is a set $C$ of vertices, each of which is adjacent to all other vertices in $G$. The weight of each vertex in $C$ is higher than the weight of any vertex not in $C$. If $C \neq V(G)$, removing $C$ from the graph $G$ produces a nonempty set $A$ of isolated vertices, each of which has lower weight than any other vertex not in $A$. If $C \cup A \neq V(G)$, the subgraph $G^{\prime}$ induced by $V(G) \backslash(C \cup A)$ represents a 2-homogeneous connected weighted threshold access structure $\Gamma^{\prime}=\{B \subseteq \mathcal{P} \backslash(C \cup A) \mid w(B) \geqslant t\}$. Repeating these processes, the structure of $G$ can be clearly characterized in the following theorem.

Theorem 3.1 [19]. Let $G$ be a graph that represents the 2-homogeneous connected weighted threshold access structure $\Gamma$. Then, there exists a unique partition of the vertices of $G$,

$$
P=C_{1} \cup A_{1} \cup C_{2} \cup A_{2} \cup \cdots \cup C_{k} \cup A_{k}
$$

where $C_{i} \neq \emptyset$ for $i=1, \ldots, k, A_{i} \neq \emptyset$ if $i=1, \ldots, k-1$ and either $A_{k}=\emptyset$ and $\left|C_{k}\right| \geqslant 2$ or $\left|A_{k}\right| \geqslant 2$, such that the set of edges of $G$ is

$$
\Gamma_{0}=\left\{\{u, v\} \mid u, v \in \bigcup_{i=1}^{k} C_{i}, u \neq v\right\} \cup\left\{\{v, p\} \mid v \in C_{i}, p \in A_{j}, 1 \leqslant i \leqslant j \leqslant k\right\}
$$

They also showed that any graph with a partition described in Theorem 3.1 represents a 2-homogeneous connected weighted threshold access structure. A such graph is then called $k$-weighted where $k$ is the parameter used in Theorem 3.1. Since the structure of a $k$-weighted graph is completely determined by the values $\left|A_{i}\right|$ 's and $\left|C_{i}\right|$ 's, $i=1,2, \ldots, k$, we denote the $k$-weighted graph by $W\left(\left|A_{1}\right|, \ldots,\left|A_{k}\right|,\left|C_{1}\right|, \ldots,\left|C_{k}\right|\right)$. Observe that the subgraph induced by $\bigcup_{i=1}^{l}\left(A_{j_{i}} \cup C_{j_{i}}\right)$ where $1 \leqslant j_{1}<-$ $j_{2}<\ldots<j_{l} \leqslant k$ is an $l$-weighted graph $W\left(\left|A_{j_{1}}\right|, \ldots,\left|A_{j_{l}}\right|,\left|C_{j_{1}}\right|, \ldots,\left|C_{j_{l}}\right|\right)$. Morillo et al. gave a complete multipartite decomposition for $\left(2^{q}-1\right)$-weighted graph in which the maximum number of occurrence $R$ of a vertex is not greater than $q$. Then, by Lemma 2.4, a lower bound on optimal information rate for $k$-weighted graph for all $k$ follows.

Theorem 3.2 [19]. Let $\Gamma=\{A \subseteq \mathcal{P} \mid w(A) \geqslant t\}$ be an access structure that is represented by a $k$-weighted graph $G$. Then $\rho^{*}(G) \geqslant \frac{1}{\left|\log _{2}(k+1)\right|}$.

For the average information rate, we need to find complete multipartite coverings for $k$-weighted graphs for each value of $k$. For convenience, we make a slight modification to the notation given in Theorem 3.1. In the case where $A_{k}=\emptyset$ and $\left|C_{k}\right| \geqslant 2$, we move one (arbitrarily chosen) vertex from $C_{k}$ to $A_{k}$. So, in our model, none of $A_{i}$ 's and $C_{i}$ 's are empty. Now, we are ready for our constructions.

## 4. Construction (I)

### 4.1. An observation

We observe that any $k$-weighted graph can be obtained by alternately applying two graph operations starting with a single vertex. Let us introduce these operations first. By "splitting vertex $v$ of a graph $G$ into $m$ vertices $v_{1}, \ldots, v_{m}$ ", denoted $S(v$; $\left.\left\{v_{1}, \ldots, v_{m}\right\}\right)$, we obtain a graph $G^{S\left(v_{;}\left\{v_{1}, \ldots, v_{m}\right\}\right)}=G^{*}$ where $V\left(G^{*}\right)=(V(G)-\{v\}) \cup\left\{v_{1}, v_{2}, \ldots, v_{m}\right\}$ and $E\left(G^{*}\right)=E(G-v) \cup$ $\left\{v_{i} u \mid v u \in E(G)\right.$ and $\left.i=1,2, \ldots, m\right\}$. If we further add the set of edges $\left\{v_{i} v_{j} \mid 1 \leqslant i<j \leqslant m\right\}$ to $E\left(G^{*}\right)$, then we obtain a graph $G^{E\left(v ;\left\{\nu_{1}, \ldots, v_{m}\right\}\right)}$. This graph is said to be obtained by "expanding vertex $v$ into $m$ vertices $v_{1}, \ldots, v_{m}$ from the original graph $G$ and this operation is denoted by $E\left(v ;\left\{v_{1}, \ldots, v_{m}\right\}\right)$. For convenience, we use $\left\langle V_{1}, V_{2}\right\rangle_{G}$ to denote the set of edges $\left\{u v \mid u \in V_{1}\right.$, $v \in V_{2}$ and $\left.u v \in E(G)\right\}$ for any two disjoint subsets of vertices $V_{1}$ and $V_{2}$ in $G$.

Given a $k$-weighted graph $G=W\left(a_{1}, a_{2}, \ldots, a_{k}, c_{1}, c_{2}, \ldots, c_{k}\right)$, we let $A_{i}=\left\{u_{1}^{i}, u_{2}^{i}, \ldots, u_{a_{i}}^{i}\right\}$ and $C_{i}=\left\{v_{1}^{i}, v_{2}^{i}, \ldots, v_{c_{i}}^{i}\right\}$, $i=1,2, \ldots, k$. In what follows, we propose an algorithm showing how the given graph is constructed from a single vertex by splitting and expanding.

## Algorithm 1

$G_{0} \leftarrow\left\{u_{0}\right\}$.
For $i \leftarrow 1$ to $k$ do

$$
\begin{aligned}
& G_{i} \leftarrow G_{i-1}^{E\left(u_{0} ; C_{i} \cup\left\{u_{0}\right\}\right)} \\
& G_{i} \leftarrow G_{i}^{S\left(u_{0} ; A_{i}^{*}\right)} \text { where } A_{i}^{*}= \begin{cases}A_{i} \cup\left\{u_{0}\right\}, & \text { if } 1 \leqslant i<k ; \\
A_{k}, & \text { if } i=k .\end{cases}
\end{aligned}
$$

Output the $k$-weighted graph $G_{k}$.

Theorem 4.1. The proposed algorithm produces the given $k$-weight graph $G$ from a single vertex.

Proof. The edges in $\left\langle A_{i}, C_{j}\right\rangle, j \leqslant i$, are produced by the operation $S\left(u_{0} ; A_{i}^{*}\right)$ and edges in $\left\langle C_{i}, C_{j}\right\rangle, j<i$, and within the part $C_{i}$ are all produced by $E\left(u_{0}, C_{i}^{*}\right)$. So, $G$ is a subgraph of $G_{k}$. Next, the number of edges produced in this algorithm is

$$
\begin{aligned}
& \sum_{i=1}^{k-1}\left(\binom{c_{i}+1}{2}+c_{i} \sum_{j=1}^{i-1} c_{j}+a_{i} \sum_{j=1}^{i} c_{j}\right)+\binom{c_{k}+1}{2}+c_{k} \sum_{j=1}^{k-1} c_{j}+\left(a_{k}-1\right) \sum_{j=1}^{k} c_{j}=\sum_{i=1}^{k}\left(\binom{c_{i}+1}{2}+c_{i} \sum_{j=1}^{i-1} c_{j}+a_{i} \sum_{j=1}^{i} c_{j}\right) \\
& -\sum_{j=1}^{k} c_{j}=\sum_{j=1}^{k}\left(\binom{c_{i}}{2}+c_{i} \sum_{j=1}^{i-1} c_{j}+a_{i} \sum_{j=1}^{i} c_{j}\right)
\end{aligned}
$$

which is exactly the size of the given $G$. Hence, the proof is completed.

### 4.2. Construction (I)

Before we can literally describe our first construction, there are some more notations needed to be introduced. For any $l$ disjoint sets of vertices $V_{1}, V_{2}, \ldots, V_{l}$, we use $K\left(V_{1}, V_{2}, \ldots, V_{l}\right)$ to denote the complete multipartite graph with partite sets $V_{1}, V_{2}$, $\ldots$ and $V_{l}$. Let $G_{l}$ be the $l$-weighted graph with vertex set $\left(\bigcup_{i=1}^{l} A_{i}\right) \cup\left(\bigcup_{i=1}^{l} C_{i}\right), l \leqslant k$. Define $B_{l}, l \leqslant k$, to be the graph obtained from $G_{l}$ by removing all edges connecting vertices in $\bigcup_{i=1}^{l} C_{i}$. Then $B_{l}$ is a bipartite graph with partite sets $\bigcup_{i=1}^{l} A_{i}$ and $\bigcup_{i=1}^{l} C_{i}$. Next, we use $M_{l_{1}, l_{2}}$ to denote the complete multipartite graph $K\left(C_{1}, C_{2}, \ldots, C_{l_{1}-1},\left\{v_{1}^{l_{1}}\right\},\left\{v_{2}^{l_{1}}\right\}, \ldots,\left\{v_{c_{l_{1}}}^{l_{1}}\right\}\right.$, $\left.\left(\bigcup_{j=l_{1}+1}^{l_{2}} C_{j}\right) \cup\left(\bigcup_{j=l_{1}}^{l_{2}} A_{j}\right)\right), 1 \leqslant l_{1} \leqslant l_{2} \leqslant k$. In the following lemma, $H_{j}$ stands for the complete multipartite graph $K\left(C_{1}\right.$, $\left.C_{2}, \ldots, C_{j-1}, A_{j-1}, A_{j}\right), 2 \leqslant j \leqslant k$.

Lemma 4.2. $\Pi_{l}^{B}$ is a complete multipartite covering of $B_{l}$ where

$$
\Pi_{l}^{B}= \begin{cases}\left\{H_{2 i}, K\left(A_{2 i}, C_{2 i}\right) \mid i=1,2, \ldots, \frac{l}{2}\right\}, & \text { if } l \text { is even; } \\ \left\{K\left(A_{1}, C_{1}\right), H_{2 i+1}, K\left(A_{2 i+1}, C_{2 i+1}\right) \mid i=1,2, \ldots, \frac{l-1}{2}\right\}, & \text { if } l \text { is odd }\end{cases}
$$

Proof. When $l$ is even, the edges in $\left\langle A_{2 i}, C_{j}\right\rangle_{B_{l}}$ with $j<2 i$ and in $\left\langle A_{2 i-1}, C_{j}\right\rangle_{B_{l}}$ with $j \leqslant 2 i-1$ appear in the subgraph $H_{2 i}$, for $i=1,2, \ldots, \frac{l}{2}$, while the edges in $\left\langle A_{2 i}, C_{2 i}\right\rangle_{B_{l}}$ appear in the subgraph $K\left(A_{2 i}, C_{2 i}\right)$. The edges of $B_{l}$ are then all used up. For odd $l$, the argument is similar.

With these notations in mind, we are able to give our complete multipartite covering $\Pi_{k}$ of $G_{k}$. Let $\Pi_{k}$ be obtained recursively by letting $\Pi_{1}=\left\{G_{1}\right\}, \quad \Pi_{2}=\left\{K\left(\left\{v_{1}^{1}\right\},\left\{v_{2}^{1}\right\}, \ldots,\left\{v_{c_{1}}^{1}\right\}, A_{1}\right), M_{2,2}\right\}, \quad \Pi_{3}=\left\{K\left(\left\{v_{1}^{1}\right\},\left\{v_{2}^{1}\right\}, \ldots,\left\{v_{c_{1}}^{1}\right\}, A_{1}\right)\right.$, $\left.K\left(\left\{v_{1}^{3}\right\}, \ldots,\left\{v_{c_{3}}^{3}\right\}, A_{3}\right), M_{2,3}\right\}$ and, for $k \geqslant 4, \Pi_{k}=\Pi_{\left\lfloor\frac{k+1}{2}\right\rfloor}^{B} \cup\left\{M_{\left\lfloor\frac{k+1}{2}\right\rfloor+1, k}\right\} \cup \Pi_{\left\lfloor\frac{k}{2}\right\rfloor-1}$ where $\Pi_{\left\lfloor\frac{k}{2}\right\rfloor 1}$ is the complete multipartite covering of the $\left(\left\lfloor\frac{k}{2}\right\rfloor-1\right)$-weighted subgraph $W\left(a_{\left\lfloor\frac{k+1}{2}\right\rfloor 2}, a_{\left\lfloor\frac{k+1}{2}\right\rfloor 3}, \ldots, a_{k}, c_{\left\lfloor\frac{k+1}{2}\right\rfloor+2}, c_{\left\lfloor\frac{k+1}{2}\right\rfloor+3}, \ldots, c_{k}\right)$. It is obvious that the edges of $G_{k}$ which are not in $B_{\left\lfloor\frac{k+1}{2}\right\rfloor}$ and $W\left(a_{\left\lfloor\frac{k+1}{2}\right\rfloor+2}, \ldots, a_{k}, c_{\left\lfloor\frac{k+1}{2}\right\rfloor+2}, \ldots, c_{k}\right)$ all lie in $M_{\left\lfloor\frac{k+1}{2}\right\rfloor+1, k}$. These three subgraphs literally make up the $k$-weighted graph $G_{k}$. We have the following lemma.

Lemma 4.3. The collection $\Pi_{k}$ stated above is a complete multipartite covering of $G_{k}$.


Fig. 4.1. The binary tree for Construction (I).

Our next goal is to find the sum $m_{k}$ of the orders of all subgraphs in $\Pi_{k}$. Due to the complexity of the enumeration, we consider the reduced forms first. We call $G_{k}^{0}=W(1, \ldots, 1,1, \ldots, 1)$ the reduced form of a general $k$-weighted graph $W\left(a_{1}\right.$,$\left.\ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$. We also let $B_{l}^{0}, M_{l_{1}, l_{2}}^{0}$ and $H_{j}^{0}$ be the graphs defined in the same ways as $B_{l}, M_{l_{1}, l_{2}}$ and $H_{j}$ respectively, except that $a_{i}$ 's and $c_{j}$ 's involved are all set to be one. Then $G_{k}^{0}$ and $B_{k}^{0}$ have the complete multipartite covering $\Pi_{k}^{0}$ and $\Pi_{k}^{B^{0}}$ reduced from $\Pi_{k}$ and $\Pi_{k}^{B}$ respectively. Note here that $G_{k}^{0}$ has $2 k$ vertices. By applying suitable splitting and expanding operations mentioned in Section 4.1 to the reduced form $G_{k}^{0}$ accordingly, one can recover the general $k$-weighted graph $W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$. For the evaluation of the sum $m_{k}^{0}$ of the orders of all subgraphs in $\Pi_{k}^{0}$, we introduce a specially designed binary tree.

Note that we have decomposed $G_{k}^{0}$ into $B_{\left\lfloor\frac{k+1}{2},\right.}^{0}, M_{\left\lfloor\frac{k+1}{2}\right\rfloor+1, k}^{0}$ and $G_{\left\lfloor\frac{k}{2}\right\rfloor-1}^{0}$. Since $\left\lfloor\frac{k+1}{2}\right\rfloor$ equals $\left(\left\lfloor\frac{k}{2}\right\rfloor-1\right)+1$ or $\left(\left\lfloor\frac{k}{2}\right\rfloor-1\right)+2, G_{j}^{0}$ can either go with $B_{j+1}^{0}$ and $M_{j+2,2 j+2}^{0}$ to compose $G_{2 j+2}^{0}$ or go with $B_{j+2}^{0}$ and $M_{j+3,2 j+3}^{0}$ to compose $G_{2 j+3}^{0}$. Recursively repeating this process, all $G_{k}^{0}$,s can be composed from some $B_{l}^{0,}$ s, $M_{l_{1}, k}^{0}$ 's and just $G_{1}, G_{2}$ and $G_{3}$. We illustrate this relation by means of a binary tree in Fig. 4.1. In this tree, each path from the root represents the conformation of a $k$-weighted graph of reduced form in our covering. For example, the leftmost path from the root $G_{j}$ to $G_{4 j+6}$ represents that $G_{2 j+2}^{0}$ is composed of $G_{j}^{0}, B_{j+1}^{0}$ and $M_{j+2,2 j+2}^{0}$ and then $G_{4 j+6}^{0}$ is composed of $G_{2 j+2}^{0}, B_{2 j+3}^{0}$ and $M_{2 j+4,4 j+6}^{0}$. Hence the path shows how $G_{4 j+6}^{0}$ is built up. The $2^{x}$ paths of length $x$ from the root give the conformations of the $2^{x} k$-weighted graphs where $k$ ranges from $(j+2) 2^{x}-2$ to $(j+3) 2^{x}-3, j=1,2,3$.

Theorem 4.4. Let $\Gamma=\{A \subseteq \mathcal{P} \mid w(A) \geqslant t\}$ be an access structure represented by a k-weighted graph $G_{k}^{0}$ of reduced form, $k_{1}=$ $(j+2) 2^{x}-2$ and $k_{2}=(j+3) 2^{x}-3, x \geqslant 1, j=1,2,3$. If $k_{1} \leqslant k \leqslant k_{2}$, then there exists a secret-sharing scheme for the access structure $\Gamma$ with average information rate $\tilde{\rho}$ with

$$
\frac{24 k_{2}}{k_{2}^{2}+60 k_{2}-84 \log _{2}\left(\frac{k_{2}+2}{j+3}\right)-37-\delta_{2}^{(j)}} \leqslant \tilde{\rho} \leqslant \frac{24 k_{1}}{k_{1}^{2}+58 k_{1}-60 \log _{2}\left(\frac{k_{+}+2}{j+2}\right)-32-\delta_{1}^{(j)}}
$$

where

$$
\left(\delta_{1}^{(j)}, \delta_{2}^{(j)}\right)= \begin{cases}(0,0), & \text { if } j=1 \\ (28,24), & \text { if } j=2 \\ (40,44), & \text { if } j=3\end{cases}
$$

Proof. Let $m_{k}^{0}$ and $m_{l}^{B^{0}}$ be the sum of orders of all subgraphs in $\Pi_{k}^{0}$ and $\Pi_{l}^{B^{0}}$ respectively and $m_{l_{1}, l_{2}}^{M^{0}}$ be the order of $M_{l_{1}, l_{2}}^{0}$, then $m_{l_{1}, l_{2}}^{M^{0}}=2 l_{2}-l_{1}+1$. In $\Pi_{l}^{B^{0}},\left|V\left(K\left(C_{i}, A_{i}\right)\right)\right|=\left|V\left(K_{2}\right)\right|=2$ and $\left|V\left(H_{i}^{0}\right)\right|=i+1$ for each $i$. So when $l$ is even, $m_{l}^{B^{0}}=\sum_{i=1}^{\frac{1}{2}}\left|V\left(H_{2 i}^{0}\right)\right|+$ $\left\lvert\, V\left(K\left(C_{2 i}, A_{2 i}\right) \left\lvert\,=\sum_{i=1}^{\frac{1}{2}}((2 i+1)+2)=\frac{1}{4}\left(l^{2}+8 l\right)\right.\right.$. When $\quad l \quad$ is $\quad$ odd, $\quad m_{l}^{B^{0}}=\sum_{i=1}^{\frac{1-1}{2}}\left|V\left(H_{2 i+1}^{0}\right)\right|+\sum_{i=0}^{\frac{1-1}{2}}\left|V\left(K\left(C_{2 i+1}, A_{2 i+1}\right)\right)\right|=\right.$ $\sum_{i=1}^{\frac{L-1}{2}}(2 i+2)+\sum_{i=0}^{\frac{L-1}{2}} 2=\frac{1}{4}\left(l^{2}+8 l-1\right)$.
(1) First, we consider $G_{k_{1}}^{0}$ whose composition process is shown by the leftmost path of length $x$ from the root. Adding up the orders of all subgraphs involved, we have

$$
\begin{aligned}
& m_{k_{1}}^{0}=m_{j}^{0}+\sum_{i=1}^{x} m_{(j+2) 2^{i-1}-1}^{B^{0}}+\sum_{i=1}^{x} m_{(j+2) 2^{i-1},(j+2) 2^{i}-2}^{M^{0}} \\
& =\left\{\begin{array}{l}
m_{j}^{0}+\frac{1}{4}\left[(j+1)^{2}+8(j+1)\right] \\
+\sum_{i=2}^{x} \frac{1}{4}\left[\left((j+2) 2^{i-1}-1\right)^{2}+8\left((j+2) 2^{i-1}-1\right)-1\right] \\
+\sum_{i=1}^{x}\left[2\left((j+2) 2^{i}-2\right)-(j+2) 2^{i-1}+1\right], \quad \text { if } j=1,3 ; \\
m_{j}^{0}+\sum_{i=1}^{x} \frac{1}{4}\left[\left((j+2) 2^{i-1}-1\right)^{2}+8\left((j+2) 2^{i-1}-1\right)-1\right] \\
+\sum_{i=1}^{x}\left[2\left((j+2) 2^{i}-2\right)-(j+2) 2^{i-1}+1\right], \quad \text { if } j=2 .
\end{array}\right. \\
& =m_{j}^{0}+\frac{1}{12}\left((j+2) 2^{x}\right)^{2}+\frac{9}{2}(j+2) 2^{x}-5 x-\varepsilon_{1}^{(j)}=\frac{1}{12}\left(k_{1}+2\right)^{2}+\frac{9}{2}\left(k_{1}+2\right)-5 \log _{2}\left(\frac{k_{1}+2}{j+2}\right)-\tilde{\varepsilon}_{1}^{(j)} \\
& =\frac{1}{12}\left[k_{1}^{2}+58 k_{1}-60 \log _{2}\left(\frac{k_{1}+2}{j+2}\right)-32-\delta_{1}^{(j)}\right],
\end{aligned}
$$

where $\varepsilon_{1}^{(j)}=\left\{\begin{array}{ll}\frac{j^{2}+58 j+109}{12}, & \text { if } j=1,3 ; \\ \frac{j^{2}+58 j+112}{12}, & \text { if } j=2 .\end{array}\right.$ and $\left(\tilde{\varepsilon}_{1}^{(1)}, \tilde{\varepsilon}_{1}^{(2)}, \tilde{\varepsilon}_{1}^{(3)}\right)=\left(12, \frac{43}{3}, \frac{46}{3}\right)$.
In the second last step, we combine the value of $\varepsilon_{1}^{(j)}$ with $m_{1}^{0}=2, m_{2}^{0}=5$ and $m_{3}^{0}=9$ to calculate the value of $\tilde{\varepsilon}_{1}^{(j)}$. With this covering of $G_{k_{1}}^{0}$, we are able to construct a secret-sharing scheme with average information rate $\tilde{\rho}_{1}=\frac{2 k_{1}}{m_{k_{1}}}$.
(2) We consider $G_{k_{2}}^{0}$ whose composition process is shown by the rightmost path of length $x$ from the root. Similar to (1), we have

$$
\begin{aligned}
& m_{k_{2}}^{0}=m_{j}^{0}+\sum_{i=1}^{x} m_{(j+3) 2^{i-1}-1}^{B^{0}}+\sum_{i=1}^{x} m_{(j+3) 2^{i-1},(j+3) 2^{i}-3}^{M^{0}} \\
& =\left\{\begin{array}{l}
m_{j}^{0}+\sum_{i=1}^{x} \frac{1}{4}\left[\left((j+3) 2^{i-1}-1\right)^{2}+8\left((j+3) 2^{i-1}-1\right)-1\right] \\
+\sum_{i=1}^{x}\left[2\left((j+3) 2^{i}-3\right)-(j+3) 2^{i-1}+1\right], \quad \text { if } j=1,3 ; \\
m_{j}^{0}+\frac{1}{4}\left[(j+2)^{2}+8(j+2)\right] \\
+\sum_{i=2}^{x} \frac{1}{4}\left[\left((j+3) 2^{i-1}-1\right)^{2}+8\left((j+3) 2^{i-1}-1\right)-1\right] \\
+\sum_{i=1}^{x}\left[2\left((j+3) 2^{i}-3\right)-(j+3) 2^{i-1}+1\right], \quad \text { if } j=2 .
\end{array}\right. \\
& =m_{j}^{0}+\frac{1}{12}\left((j+3) 2^{x}\right)^{2}+\frac{9}{2}(j+3) 2^{x}-7 x-\varepsilon_{2}^{(j)}=\frac{1}{12}\left(k_{2}^{2}+60 k_{2}-84 \log _{2}\left(\frac{k_{2}+3}{j+3}\right)-37-\delta_{2}^{(j)}\right),
\end{aligned}
$$

where $\varepsilon_{2}^{(j)}=\left\{\begin{array}{ll}\frac{j^{2}+60 j+171}{12}, & j=1,3 ; \\ \frac{j^{2}+60 j+168}{12}, & j=2 .\end{array}\right.$.
With this covering of $G_{k_{2}}^{0}$, we have constructed a secret-sharing scheme with average information rate $\tilde{\rho}_{2}=\frac{2 k_{0}}{m_{k_{2}}^{0}}$. The result then follows.

As a matter of fact, each $m_{k}^{0}$ can be evaluated in a similar way. The resulting expression only slightly differs from the ones for $m_{k_{1}}^{0}$ and $m_{k_{2}}^{0}$ at some nonleading coefficients.

After dealing with the reduced forms we shall turn back to the model of general forms. We start with introducing notations. Let $\mathbb{Z}_{l}=(11212121 \cdots 21), y_{l}=\left(\left(\frac{l}{2}+1\right) \frac{l}{2} \frac{l}{2}\left(\frac{l}{2}-1\right)\left(\frac{l}{2}-1\right) \cdots 221\right)$ and $\mathbb{1}_{l}=(11 \cdots 1)$ be three $l$-dimensional vectors. For $l_{1} \leqslant l_{2}$, let $\mathbb{a}\left(l_{1}, l_{2}\right)=\left(a_{l_{1}} a_{l_{1}+1} a_{l_{1}+2} \cdots a_{l_{2}}\right)$ and $\mathbb{C}\left(l_{1}, l_{2}\right)=\left(c_{l_{1}} c_{l_{1}+1} c_{l_{1}+2} \cdots c_{l_{2}}\right)$ where $a_{i}=\left|A_{i}\right|$ and $c_{i}=\left|C_{i}\right|, i=l_{1}$, $l_{1}+1, \ldots, l_{2}$.

Lemma 4.5. For $k=3 \cdot 2^{x}-2$ and $x \geqslant 1$,

$$
\begin{aligned}
m_{k}= & \sum_{i=1}^{x-1}\left(\mathbb{Z}_{\frac{k+2}{2^{i}}}+(i-1) \mathbb{1}_{\frac{k+2}{2^{i}}}\right) \cdot \notin\left(\frac{(k+2)\left(2^{i-1}-1\right)}{2^{i-1}}+1, \frac{(k+2)\left(2^{i}-1\right)}{2^{i}}\right)+x a_{k-3}+(x+1) a_{k-2}+x a_{k-1} \\
& +(x+1) a_{k}+\sum_{i=1}^{x-1}\left(y_{\frac{k+2}{2^{i}}}+(i-1) \mathfrak{1}_{\frac{k+2}{2 i}}\right) \cdot \mathbb{C}\left(\frac{(k+2)\left(2^{i-1}-1\right)}{2^{i-1}}+1, \frac{(k+2)\left(2^{i}-1\right)}{2^{i}}\right) \\
& +(x+1) c_{k-3}+(x+1) c_{k-2}+x c_{k-1}+(x+1) c_{k} .
\end{aligned}
$$

Proof. Recall that the expression for $m_{k}$ depends on all $a_{i}$ 's and $c_{i}$ 's, each of whose coefficients represents the occurrence of the vertices of that part in the covering $\Pi_{k}$.
(1) First, let us examine the occurrence of vertices of $B_{l}$, whose partite sets are $\bigcup_{i=1}^{l} A_{i}$ and $\bigcup_{i=1}^{l} C_{i}$, in its covering $\Pi_{l}^{B}$. For odd $l$, by Lemma 4.2, one can easily see that the vertices in $A_{1}$ have occurrence 1 (only in $K\left(A_{1}, C_{1}\right)$ ), the vertices in $A_{2 j}$, $j=1, \ldots, \frac{l-1}{2}$, also have occurrence 1 (only in $H_{2 j+1}$ ) and the vertices in $A_{2 j+1}, j=1, \ldots, \frac{l-1}{2}$, have occurrence 2 (in $H_{2 j+1}$ and $K\left(A_{2 j+1}, C_{2 j+1}\right)$ ). Hence, the occurrences of the vertices in $A_{1}, A_{2}, \ldots, A_{l}$ are exactly the first $l$ coordinates in $\mathbb{Z}_{l+1}$. Similarly, the vertices in $C_{1}$ have occurrence $\frac{l+1}{2}\left(\right.$ in $K\left(A_{1}, C_{1}\right)$ and $H_{2 i+1}$ 's, $i=1, \ldots, \frac{l-1}{2}$ ), the vertices in $C_{2 j}, j=1, \ldots, \frac{l-1}{2}$, have occurrence $\frac{l-1}{2}-j+1$ (in $H_{2 i+1}$ 's, $i \geqslant j$ ) and the vertices in $C_{2 j+1}, j=1, \ldots, \frac{l-1}{2}$, have occurrence $\frac{l-1}{2}-j+1$ (in $H_{2 i+1}$ 's, $i \geqslant j+1$ and $\left.K\left(A_{2 j+1}, C_{2 j+1}\right)\right)$. Hence, the occurrences of the vertices in $C_{1}, C_{2}, \ldots, C_{l}$ are exactly the first $l$ coordinates in $y_{l+1}-1_{l+1}$.
(2) Let us consider the value of $m_{k}$ now. We prove the result by induction on $x$. When $x=1, m_{4}=a_{1}+2 a_{2}+a_{3}+2-$ $4=a_{1}+2 a_{2}+a_{3}+2 a_{4}+2 c_{1}+2 c_{2}+c_{3}+2 c_{4}$ by direct counting the occurrences of vertices in $\Pi_{4}$. So, the result holds when $x=1$. Next, for $k=3 \cdot 2^{x+1}-2, G_{k}=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$ is composed of $B_{3.2^{x}-1}, M_{3 \cdot 2^{x}, 3 \cdot 2^{x+1}-2}$ and $G_{3.2^{x}-2}$. For convenience, denote $M_{3 \cdot 2^{x}, 3 \cdot 2^{x+1}-2}$ by $M$ for now. Observe that the vertices in $A_{i}, 1 \leqslant i \leqslant 3 \cdot 2^{x}-1$ have the same occurrences in $\Pi_{k}$ as they do in the covering $\Pi_{3.2^{x}-1}^{B}$ because they do not lie in $M$ and $G_{3.2^{x}-2}$, while the vertices in $C_{i}, 1 \leqslant i \leqslant 3 \cdot 2^{x}-1$, gain one more occurrences in $\Pi_{k}$ than they do in $\Pi_{3.2^{x}-1}^{B}$ because they also occur in $M$.

Notice that the vertices in $A_{3.2^{x}}$ and $C_{3.2^{x}}$ only occur once in $\Pi_{k}$. Besides, the vertices in $A_{i}$ 's and $C_{i}$ 's, $i=3 \cdot 2^{x}+1$, $\ldots, k$, also gain one more occurrence in $\Pi_{k}$ than they do in the covering $\Pi_{3.2^{x}-2}$ of $G_{3.2^{x}-2}$. Therefore, by (1) and the induction hypothesis,

$$
\begin{aligned}
& m_{3.2^{x+1}-2} \\
& =\mathbb{Z}_{3 \cdot 2^{x}} \cdot \mathbb{(}\left(1,3 \cdot 2^{x}\right)+\left(\mathbb{y}_{3 \cdot 2^{x}}-1_{3 \cdot 2^{x}}\right) \cdot \mathbb{C}\left(1,3 \cdot 2^{x}\right)+1_{3 \cdot 2^{x}} \cdot \mathbb{C}\left(1,3 \cdot 2^{x}\right) \\
& +\sum_{i=1}^{x-1}\left(\mathbb{Z}_{\frac{3 \cdot 2}{} 2^{i}}+(i-1) \mathbb{1}_{\frac{3 \cdot 2 x}{2^{i}}}+\mathbb{1}_{\frac{3 \cdot 2 x}{2^{i}}}\right) \cdot \propto\left(\frac{3 \cdot 2^{x}\left(2^{i-1}-1\right)}{2^{i-1}}+1+3 \cdot 2^{x}, \frac{3 \cdot 2^{x}\left(2^{i}-1\right)}{2^{i}}+3 \cdot 2^{x}\right) \\
& +(x+1) a_{3 \cdot 2^{x}-5+3 \cdot 2^{x}}+(x+2) a_{3 \cdot 2^{x}-4+3 \cdot 2^{x}}+(x+1) a_{3 \cdot 2^{x}-3+3 \cdot 2^{x}}+(x+2) a_{3 \cdot 2^{x}-2+3 \cdot 2^{x}} \\
& +\sum_{i=1}^{x-1}\left(y_{\frac{3 \cdot 2^{x}}{2^{i}}}+(i-1) 1_{\frac{3 \cdot x^{x}}{2^{i}}}+1_{\frac{3 \cdot 2^{x}}{2^{i}}}\right) \cdot \mathbb{C}\left(\frac{3 \cdot 2^{x}\left(2^{i-1}-1\right)}{2^{i-1}}+1+3 \cdot 2^{x}, \frac{3 \cdot 2^{x}\left(2^{i}-1\right)}{2^{i}}+3 \cdot 2^{x}\right) \\
& +(x+2) c_{3 \cdot 2^{x}-5+3 \cdot 2^{x}}+(x+2) c_{3 \cdot 2^{x}-4+3 \cdot 2^{x}}+(x+1) c_{3 \cdot 2^{x}-3+3 \cdot 2^{x}}+(x+2) c_{3 \cdot 2^{x}-2+3 \cdot 2^{x}} \\
& =\mathbb{Z}_{\frac{3 \cdot 2 x+1}{2}} \cdot \llbracket\left(1, \frac{3 \cdot 2^{x+1}}{2}\right)+y_{\frac{3 \cdot 2 x^{x+1}}{2}} \cdot \mathbb{C}\left(1, \frac{3 \cdot 2^{x+1}}{2}\right) \\
& +\sum_{i=1}^{x-1}\left(\mathbb{Z}_{\frac{3.2 x+1}{2^{i+1}}}+((i+1)-1) \mathbb{3}_{\frac{3.2 x+1}{2^{i+1}}}\right) \cdot \propto\left(\frac{3 \cdot 2^{x+1}\left(2^{i}-1\right)}{2^{i}}+1, \frac{3 \cdot 2^{x+1}\left(2^{i+1}-1\right)}{2^{i+1}}\right) \\
& +(x+1) a_{\left(3 \cdot 2^{x+1}-2\right)-3}+(x+2) a_{\left(3 \cdot 22^{x+1}-2\right)-2}+(x+1) a_{\left(3 \cdot 22^{x+1}-2\right) 1}+(x+2) a_{\left(3 \cdot 2^{x+1}-2\right)} \\
& +\sum_{i=1}^{x-1}\left(y_{\frac{3.2 x+1}{2^{i+1}}}+((i+1)-1) 1_{\frac{3,2 x+1}{2^{i+1}}}\right) \cdot \mathbb{C}\left(\frac{3 \cdot 2^{x+1}\left(2^{i}-1\right)}{2^{i}}+1, \frac{3 \cdot 2^{x+1}\left(2^{i+1}-1\right)}{2^{i+1}}\right) \\
& +(x+2) c_{\left(3 \cdot 2^{x+1}-2\right)-3}+(x+2) c_{\left(3 \cdot 2^{x+1}-2\right)-2}+(x+1) c_{\left(3 \cdot 2^{x+1}-2\right) 1}+(x+2) c_{\left(3 \cdot 2^{x+1}-2\right)} \\
& =\sum_{i=1}^{x}\left(\mathbb{Z}_{\frac{k+2}{2^{i}}}+(i-1) \mathbb{1}_{\frac{k+2}{2^{i}}}\right) \cdot \mathbb{a}\left(\frac{(k+2)\left(2^{i-1}-1\right)}{2^{i-1}}+1, \frac{(k+2)\left(2^{i}-1\right)}{2^{i}}\right) \\
& +(x+1) a_{k-3}+(x+2) a_{k-2}+(x+1) a_{k-1}+(x+2) a_{k} \\
& +\sum_{i=1}^{x}\left(y_{\frac{k+2}{2^{i}}}+(i-1) 1_{\frac{k+2}{2^{i}}}\right) \cdot \mathbb{C}\left(\frac{(k+2)\left(2^{i-1}-1\right)}{2^{i-1}}+1, \frac{(k+2)\left(2^{i}-1\right)}{2^{i}}\right) \\
& +(x+2) c_{k-3}+(x+2) c_{k-2}+(x+1) c_{k-1}+(x+2) c_{k} .
\end{aligned}
$$

This lemma presents a sophisticated expression for $m_{k}$ in terms of $a_{i}$ 's and $c_{i}$ 's. In what follows, we give the conditions on the values of $a_{i}$ 's and $c_{i}$ 's under which $m_{k}$ attains its minimum value when $n=\sum_{i=1}^{k}\left(a_{i}+c_{i}\right)$ is fixed. Thereby, the highest possible average information rate via this covering is obtained.

Theorem 4.6. Let $\Gamma$ be a weighted threshold access structure represented by a $k$-weighted graph $G=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$ of order $n$ and $k=3 \cdot 2^{x}-2$. If $c_{i}=1$ for all $i \neq \frac{k}{2}+1$ and $a_{i}=1$ for all $i \notin T=\left\{1,2,4,6, \ldots, \frac{k}{2}+1\right\}$. Then

$$
\tilde{\rho}^{*}(G) \geqslant \frac{12 n}{12 n+k^{2}+34 k-60 \log _{2}\left(\frac{k+2}{3}\right)-32}
$$

Proof. Observe that only $c_{\frac{k}{2}+1}$ and $a_{i}, i \in T$, have coefficient equal to one in the expression for $m_{k}$ in Lemma 4.5 . So $m_{k}$ is minimized if $c_{i}=1$ for all $i \neq \frac{k}{2}+1$ and $a_{i}=1$ for all $i \notin T$ since this expression for $m_{k}$ is linear. This case is similar to the reduced form. So, we make an adjustment in the expression for $m_{k_{1}}^{0}$ (with $j=1$ ) in the proof of Theorem 4.4 to derive what we need here. The sum $m_{k}$ of orders of subgraphs in this covering is $m_{k_{1}}^{0}+\sum_{i \in T} a_{i}+c_{\frac{k}{2}+1}-(|T|+1)$. Note that $n=\sum_{i=1}^{k}\left(a_{i}+c_{i}\right)=$ $\sum_{i \in T} a_{i}+c_{\frac{k}{2}+1}+\sum_{i \notin T} a_{i}+\sum_{i \neq \frac{k}{2}+1} c_{i}=\sum_{i \in T} a_{i}+c_{\frac{k}{2}+1}+(k-|T|)+(k-1)=\sum_{i \in T} a_{i}+c_{\frac{k}{2}+1}+2 k-(|T|+1)$. Therefore, in this case $m_{k}=\frac{1}{12}\left[k^{2}+58 k-60 \log _{2}\left(\frac{k+2}{3}\right)-32\right]+n-2 k=\frac{1}{12}\left[12 n+k^{2}+34 k-60 \log _{2}\left(\frac{k+2}{3}\right)-32\right]$. The average information rate of the secret-sharing scheme constructed with this covering attains its maximum value $\frac{n}{m_{k}}$ and the proof is completed.

Our result appears to be quite good if $k$ is relatively small compared with $n$. In fact, as $k$ fixed, the rate given in Theorem 4.6 asymptotically approaches " 1 " which is the optimal value for the rate.

## 5. Construction (II)

Our second construction is similar to the first, while it performs better than Construction I when $k \geqslant 31$. The major difference is that $B_{l}$ is replaced with $G_{l}$ in the covering. With the notations used before, we define our second covering $\widetilde{\Pi}_{k}$ of


Fig. 5.1. The binary tree for Construction (II).
$G_{k}=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$ recursively as follows. $\widetilde{\Pi}_{i}=\Pi_{i}, i=1,2,3$. For $k \geqslant 4, \widetilde{\Pi}_{k}=\widetilde{\Pi}_{\left\lfloor\frac{k-1}{2}\right\rfloor} \cup\left\{M_{\left\lfloor\frac{k-1}{2}\right\rfloor+1, k}\right\} \cup \widetilde{\Pi}_{\left\lfloor\frac{k}{2}\right\rfloor}$ where the $\widetilde{\Pi}_{\left\lfloor\frac{k}{2}\right\rfloor}$ is the complete multipartite covering of the $\left\lfloor\frac{k}{2}\right\rfloor$-weighted subgraph $\underline{W}=W\left(a_{\left\lfloor\frac{k-1}{2}\right\rfloor+2}, a_{\left\lfloor\frac{k-1}{2}\right\rfloor+3}, \ldots, a_{k}, c_{\left\lfloor\frac{k-1}{2}\right\rfloor+2}, c_{\left\lfloor\frac{k-1}{2}\right\rfloor+3}, \ldots, c_{k}\right) . \quad$ It is obvious that the edges not in the subgraphs $W\left(a_{1}, \ldots, a_{\left\lfloor\frac{k-1}{2}\right\rfloor}, c_{1}, \ldots, c_{\left\lfloor\frac{k-1}{2}\right\rfloor}\right)$ and $\underline{W}$ all lie in $M_{\left\lfloor\frac{k-1}{2}\right\rfloor+1, k}$. So, $\widetilde{\Pi}_{k}$ is a complete multipartite covering of $G_{k}$.

Lemma 5.1. The collection $\widetilde{\Pi}_{k}$ is a complete multipartite covering of $G_{k}$.
In order to evaluate the sum $\tilde{m}_{k}$ of the orders of all subgraphs in $\widetilde{\Pi}_{k}$, we consider the reduced form first. Let $\widetilde{\Pi}_{k}^{0}$ and $\tilde{m}_{k}^{0}$ be the reduced version of $\widetilde{\Pi}_{k}$ and $\tilde{m}_{k}$ respectively. In the covering $\widetilde{\Pi}_{k}^{0}$, we decompose $G_{k}^{0}$ into $G_{\left\lfloor\frac{k-1}{2}\right\rfloor}^{0}, M_{\left\lfloor\frac{k-1}{2}\right\rfloor+1, k}^{0}$ and $G_{\left\lfloor\frac{k}{2}\right.}^{0}$. Since $\left\lfloor\frac{k-1}{2}\right\rfloor$ equals $\left\lfloor\frac{k}{2}\right\rfloor-1$ or $\left\lfloor\frac{k}{2}\right\rfloor, G_{j}^{0}$ can either go with $G_{j-1}^{0}$ and $M_{j, 2 j}^{0}$ to compose $G_{2 j}^{0}$ or go with $G_{j}^{0}$ and $M_{j+1,2 j+1}^{0}$ to compose $G_{2 j+1}^{0}$. Recursively, all $G_{k}^{0}$ 's can be obtained by using this process repeatly from $G_{1}, G_{2}, G_{3}$ and some $M_{i, k}^{0}$ 's. As we have done in Section 4, this relation is depicted by a binary tree in Fig. 5.1. The $2^{x}$ paths of length $x$ from the root give the conformations of $2^{x} k$ weight graphs where $2^{x+1} \leqslant k \leqslant 3 \cdot 2^{x}-1$ or $3 \cdot 2^{x} \leqslant k \leqslant 2^{x+2}-1$.

Theorem 5.2. Let $\Gamma$ be an weighted threshold access structure represented by a $k$-weighted graph $G_{k}^{0}$ of reduced form, $k_{1}=j \cdot 2^{x}$ and $k_{2}=(j+1) \cdot 2^{x}-1, x \geqslant 0, j=2$, 3. If $k_{1} \leqslant k \leqslant k_{2}$, then there exists a secret-sharing scheme for the access structure $\Gamma$ with average information rate $\tilde{\rho}$ with

$$
\frac{2 k_{2}}{\frac{3}{2}\left(k_{2}+1\right) \log _{2}\left(k_{2}+1\right)+\delta^{(j)}\left(k_{2}+1\right)+1} \leqslant \tilde{\rho} \leqslant \frac{2 k_{1}}{\left(\frac{3}{2} k_{1}+2\right) \log _{2} k_{1}+\delta_{1}^{(j)} k_{1}+\delta_{0}^{(j)}}
$$

where

$$
\left(\delta^{(j)}, \delta_{1}^{(j)}, \delta_{0}^{(j)}\right)= \begin{cases}\left(\frac{4}{3}-\frac{3}{2} \log _{2} 3,-1,2\right), & \text { if } j=2 \\ \left(-1, \frac{4}{3}-\frac{3}{2} \log _{2} 3,5-2 \log _{2} 3\right), & \text { if } j=3\end{cases}
$$

Proof. Recall that $M_{l_{1}, l_{2}}^{0}$ has order $m_{l_{1}, l_{2}}^{M^{0}}=2 l_{2}-l_{1}+1, \tilde{m}_{i}^{0}=m_{i}^{0}, i=1,2,3 . m_{1}^{0}=2, m_{2}^{0}=5$, and $m_{3}^{0}=9$.
(1) First, we consider $G_{k_{2}}^{0}$. For each $l=2^{i}(j+1)-1, G_{l}$ is composed of two $G_{\frac{l-1}{2}}$ 's and one $M_{\frac{l+1}{2}, l}$. So $\tilde{m}_{k}^{0}$ can be evaluated recursively as follows.

$$
\begin{aligned}
\tilde{m}_{k_{2}}^{0} & =2 \tilde{m}_{2^{x-1}(j+1)-1}^{0}+3 \cdot 2^{x-1}(j+1)-1=2^{x} m_{j}^{0}+\sum_{i=1}^{x}\left(2^{i-1}\left(3 \cdot 2^{x-i}(j+1)-1\right)\right)=2^{x} \cdot m_{j}^{0}+3 x \cdot 2^{x-1}(j+1)-\left(2^{x}-1\right) \\
& =3 \cdot \frac{k_{2}+1}{2} \log _{2}\left(\frac{k_{2}+1}{j+1}\right)+\frac{m_{j}^{0}-1}{j+1} \cdot\left(k_{2}+1\right)+1=\frac{3}{2}\left(k_{2}+1\right) \log _{2}\left(k_{2}+1\right)+\left(\frac{m_{j}^{0}-1}{j+1}-\frac{3}{2} \log _{2}(j+1)\right)\left(k_{2}+1\right)+1 \\
& =\frac{3}{2}\left(k_{2}+1\right) \log _{2}\left(k_{2}+1\right)+\delta^{(j)}\left(k_{2}+1\right)+1 .
\end{aligned}
$$

Hence, the secret-sharing scheme constructed with $\widetilde{\Pi}_{k_{2}}^{0}$ has average information rate $\tilde{\rho}_{2}=\frac{2 k_{2}}{\tilde{m}_{k_{2}}^{0}}$.
(2) The composition process of $G_{k_{1}}^{0}$ is shown on the leftmost path of length $x$ from the root. Adding up the orders of all subgraphs involved, we have $\tilde{m}_{k_{1}}^{0}=\tilde{m}_{j}^{0}+\tilde{m}_{j-1}^{0}+\sum_{i=1}^{x-1} \tilde{m}_{2^{i}, j-1}^{0}+\sum_{i=1}^{x} m_{2^{i-1}, 2^{i} j}^{M_{j}^{0}}$. Making use of the equation $\tilde{m}_{2^{x}(j+1)-1}^{0}=2^{x} \cdot m_{j}^{0}+3 x \cdot 2^{x-1}(j+1)-\left(2^{x}-1\right)$ from the derivation in (1), we can continue to evaluate $\tilde{m}_{k_{1}}^{0}$ according to the value of $j$ as follows.
(i) If $j=3$,

$$
\begin{aligned}
\tilde{m}_{3 \cdot 2^{x}}^{0} & =m_{j}^{0}+m_{j-1}^{0}+u m_{i=1}^{x-1}\left[2^{i} \cdot m_{j-1}^{0}+3 \cdot i \cdot 2^{i-1} \cdot j-\left(2^{i}-1\right)\right]+\sum_{i=1}^{x}\left(3 \cdot 2^{i-1} \cdot j+1\right) \\
& =m_{3}^{0}+m_{2}^{0}+m_{2}^{0}\left(2^{x}-2\right)+9\left((x-2) 2^{x-1}+1\right)-\left(2^{x}-1-x\right)+9\left(2^{x}-1\right)+x=9 x 2^{x-1}+4 \cdot 2^{x}+2 x+5 \\
& =\frac{3 k}{2} \log _{2} k_{1}+\left(\frac{4}{3}-\frac{3}{2} \log _{2} 3\right) k_{1}+2 \log _{2} k_{1}+\left(5-2 \log _{2} 3\right) .
\end{aligned}
$$

(ii) If $j=2$,

$$
\begin{aligned}
\tilde{m}_{2^{x+1}}^{0} & =m_{j}^{0}+m_{j-1}^{0}+\sum_{i=1}^{x-1}\left[2^{i-1} m_{3}^{0}+3(i-1) 2^{i-2} \cdot 4-\left(2^{i-1}-1\right)\right]+\sum_{i=1}^{x}\left(3 \cdot 2^{i-1} \cdot j+1\right)=3 x \cdot 2^{x}+2^{x}+2 x+4 \\
& =\frac{3}{2} k_{1} \log _{2} k_{1}-k_{1}+2 \log _{2} k_{1}+2
\end{aligned}
$$

Hence $\tilde{m}_{k_{1}}^{0}=\left(\frac{3}{2} k_{1}+2\right) \log _{2} k_{1}+\delta_{1}^{(j)} k_{1}+\delta_{0}^{(j)}$ and we have a secret-sharing scheme with average information rate $\tilde{\rho}_{1}=\frac{2 k_{1}}{\tilde{m}_{k_{1}}^{0}}$. The result follows immediately.

Next, we give the expression for $\tilde{m}_{k}$ for a $k$-weighted graph of general form.
Lemma 5.3. Let $k=2^{x} \cdot(j+1)-1, x \geqslant 0, j=2$, 3. If $\tilde{m}_{k}=\sum_{i=1}^{k} \alpha_{j, i}^{x} a_{i}+\sum_{i=1}^{k} \beta_{j, i}^{X} c_{i}$ is the sum of the orders of all subgraphs in the covering $\widetilde{\Pi}_{k}$ of a $k$-weighted graph $G_{k}=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$. Then the values of $\alpha_{j, i}^{x}$ 's and $\beta_{j, i}^{\chi}$ 's can be obtained by the recursive relations $\quad \alpha_{j, i}^{\chi}=\alpha_{j, \frac{k+1}{2}+i}^{\chi}-1=\alpha_{j, i}^{\chi-1}, \quad \beta_{j, i}^{\chi}=\beta_{j, \frac{k+1}{2}+i}^{X}=\beta_{j, i}^{\chi-1}+1 \quad$ and $\quad \alpha_{j, \frac{k+1}{2}}^{\chi}=\beta_{j, \frac{k+1}{2}}^{x}=1,1 \leqslant i \leqslant \frac{k-1}{2}, \quad$ with initial values $\alpha_{j, 1}^{0}=\alpha_{j, 2}^{0}=\beta_{j, 2}^{0}=1$ and $\beta_{j, 1}^{0}=\alpha_{3,3}^{0}=\beta_{3,3}^{0}=2$.

Proof. We prove this result by induction on $x$. When $x=0, k=j$, the occurrences of the vertices in $A_{i}$ 's and $C_{i}$ 's in $\widetilde{\Pi}_{j}$ are exactly the initial values $\alpha_{j, i}^{0}$ 's and $\beta_{j, i}^{0}$ 's respectively. For $x>0$, recall that $G_{k}$ is composed of $W_{1}=W\left(a_{1}, \ldots, a_{2^{x-1}(j+1)-1}\right.$, $\left.c_{1}, \ldots, c_{2^{x-1}(j+1)-1}\right), \quad W_{2}=W\left(a_{2^{x-1}(j+1)+1}, \ldots, a_{k}, c_{2^{x-1}(j+1)+1}, \ldots, c_{k}\right) \quad$ and $\quad M=M_{2^{x-1}(j+1), 2^{x}(j+1)-1}$. Each vertex in $A_{i}, 1 \leqslant i \leqslant \frac{k-1}{2}=2^{x-1}(j+1)-1$, has the same occurrence in $\widetilde{\Pi}_{k}$ as it does in the covering of $W_{1}$ since it does not occur in either $W_{2}$ or $M$. So, $\alpha_{j, i}^{x}=\alpha_{j, i}^{x-1}$. However, each vertex in $C_{i}, 1 \leqslant i \leqslant \frac{k-1}{2}$, gains one more occurrence in $\widetilde{\Pi}_{k}$ than it does in the covering of $W_{1}$ because it also occurs in $M$. This is also true for vertices in $A_{i}$ and $C_{i}, \frac{k+1}{2}=2^{x-1}(j+1)+1 \leqslant i \leqslant k$, because all of them occur in graph $M$. Hence, we also have $\beta_{j, i}^{x}=\beta_{j, i}^{x-1}+1, \alpha_{j, \frac{k+1}{2}+i}^{x}=\alpha_{j, i}^{\chi-1}+1$ and $\beta_{j, \frac{k+1}{2}+i}^{x}=\beta_{j, i}^{x-1}+1$ for $1 \leqslant i \leqslant \frac{k-1}{2}$. Besides, the vertices in $A_{\frac{k+1}{2}}$ and $C_{\frac{k+1}{2}}$ have occurrence one because they only appear in $M$. Hence, $\alpha_{j, \frac{k+1}{2}}^{\chi}=\beta_{j, \frac{k+1}{2}}^{x}=1$. This proves that the coefficients $\alpha_{j, i}^{x}$ 's and $\beta_{j, i}^{x}$ 's satisfy the given recursive relations.

Now, we consider the case when $n=\sum_{i=1}^{k}\left(a_{i}+c_{i}\right)$ is fixed. By evaluating the minimum value of $\tilde{m}_{k}$, we obtain the highest possible average information rate of a secret-sharing scheme constructed with this covering.

Theorem 5.4. Let $\Gamma$ be a weighted threshold access structure represented by a $k$-weighted graph $G=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$ of order $n$ and $k=(j+1) 2^{x}-1$. If $c_{i}=1$ for all $i \neq \frac{k+1}{2}$ and $a_{i}=1$ for all $i \notin T=\{1,2\} \cup\left\{(j+1) 2^{i}-i=0,1, \ldots, x-1\right\}$. Then

$$
\tilde{\rho}^{*}(G) \geqslant \frac{n}{n+\frac{3}{2}(k+1) \log _{2}(k+1)+\left(\delta^{(j)}-2\right) k+\left(\delta^{(j)}+1\right)}
$$

where $\delta^{(j)}$ is given in Theorem 5.2.

Proof. The argument is similar to the proof of Theorem 4.6. From the relations given in Lemma 5.3, among all the coefficients of $a_{i}$ 's and $c_{i}^{\prime}$ 's, only $\alpha_{j, i}^{\chi}, i \in T$, and $\beta_{j, \frac{k+1}{2}}^{x}$ are equal to one. So $\tilde{m}_{k}$ is minimized if $a_{i}=1$ for all $i \notin T$ and $c_{i}=1$ for all $i \neq \frac{k+1}{2}$. We modify the expression for $\tilde{m}_{k_{2}}^{0}$ in the proof of Theorem 5.2 to meet what we need here. In this case, $\tilde{m}_{k}=\tilde{m}_{k_{2}}^{0}+\sum_{i \in T} a_{i}+c_{\frac{k+1}{2}}-(|T|+1)=\tilde{m}_{k}^{0}+n-2 k=n+\frac{3}{2}(k+1) \log _{2}(k+1)+\left(\delta^{(j)}-2\right) k+\left(\delta^{(j)}+1\right)$. The secret-sharing scheme for this access structure has average information rate $\frac{n}{\bar{m}_{k}}$.


Fig. 6.1. A comparison of the results in the case when $\mu=20$.

This result is also very good when $k$ is relatively small compared with $n$. The rate also approaches " 1 " asymptotically as $k$ fixed. After analyzing the average information rates produced from each of our constructions separately, we shall give a comparison of them in Section 6. For a fair comparison, we consider the same class of $k$-weighted graphs where $k=3 \cdot 2^{x}-2$. We present the highest possible average information rate for this class as follows.

Theorem 5.5. Let $\Gamma$ be a weighted threshold access structure represented by a $k$-weighted graph $G_{k}=W\left(a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right)$ of order $n$ and $k=3 \cdot 2^{x}-2$. If $c_{i}=1$ for all $i \neq \frac{k}{2}$ and $a_{i}=1$ for all $i \notin T=\{1\} \cup\left\{3 \cdot 2^{i}-1 \mid i=0,1, \ldots, x-1\right\}$. Then

$$
\tilde{\rho}^{*}\left(G_{k}\right) \geqslant \frac{n}{n+\left(\frac{3}{2} k+2\right) \log _{2}(k+2)-\left(\frac{2}{3}+\frac{3}{2} \log _{2} 3\right) k+\frac{2}{3}-2 \log _{2} 3} .
$$

Proof. Suppose $\left(\bigcup_{i=1}^{k} A_{i}\right) \cup\left(\bigcup_{i=1}^{k} C_{i}\right)$ is the vertex set of $G_{k}$ where $\left|A_{i}\right|=a_{i}$ and $\left|C_{i}\right|=c_{i}, i=1,2, \ldots, k$. Denote $\{u\}$ by $A_{0}$ and $\{v\}$ by $C_{0}$. Let $\left(\bigcup_{i=0}^{k} A_{i}\right) \cup\left(\bigcup_{i=0}^{k} C_{i}\right)$ be the vertex set of the $(k+1)$-weighted graph $G_{k+1}=W\left(\left|A_{0}\right|, a_{1}, \ldots, a_{k},\left|C_{0}\right|, c_{1}, \ldots, c_{k}\right)$ of order $n+2$ where $k+1=3 \cdot 2^{x}-1$. Then $G_{k+1}$ satisfies the criteria in Theorem 5.4, and the sum $\tilde{m}_{k+1}$ of the orders of all subgraphs in its covering $\widetilde{\Pi}_{k+1}$ is $n+2+\frac{3}{2}(k+2) \log _{2}(k+2)+\left(\delta^{(2)}-2\right)(k+1)+\delta^{(2)}+1$. Now, observe that $G_{k}=G_{k+1}-\left(A_{0} \cup C_{0}\right)$ and the collection of subgraphs obtained from $\widetilde{\Pi}_{k+1}$ by deleting $u$ and $v$ from each subgraphs in $\widetilde{\Pi}_{k+1}$ is exactly the complete multipartite covering $\widetilde{\Pi}_{k}$ of $G_{k}$ since $G_{k+1}$ is composed of $W\left(\left|A_{0}\right|, a_{1}, \ldots, a_{\frac{k}{2}-1},\left|C_{0}\right|, c_{1}, \ldots, c_{\frac{k}{2}-1}\right), M_{\frac{k}{2}+1, k+1}$ (in $\left.G_{k+1}\right)$ and $W\left(a_{\frac{k}{2}+1}, \ldots, a_{k}, c_{\frac{k}{2}+1}, \ldots, c_{k}\right)$ and $G_{k}$ is composed of $W\left(a_{1}, \ldots, a_{\frac{k}{2}-1}, c_{1}, \ldots, c_{\frac{k}{2}-1}\right), M_{\frac{k}{2}, k}$ (in $\left.G_{k}\right)$ and $W\left(a_{\frac{k}{2}+1}, \ldots, a_{k}, c_{\frac{k}{2}+1}, \ldots, c_{k}\right)$. From the relations in Lemma 5.3, one can see that the occurrence of $u$ in $\widetilde{\Pi}_{k+1}$ is one and the occurrence of $v$ in $\widetilde{\Pi}_{k+1}$ is $\beta_{2,1}^{x}=x+2=\log _{2}\left(\frac{k+2}{3}\right)+2$. Hence, the sum $\tilde{m}_{k} \quad$ of the orders of all subgraphs in $\tilde{\Pi}_{k}$ is $\tilde{m}_{k+1}-1-\left(\log _{2}\left(\frac{k+2}{3}\right)+2\right)=n+\left(\frac{3}{2} k+2\right) \log _{2}(k+2)-\left(\frac{2}{3}+\frac{3}{2} \log _{2} 3\right) k+\frac{2}{3}-2 \log _{2} 3$. The result is then obtained.

## 6. Conclusion

The weighted threshold access structure is a more applicable structure of secret-sharing schemes in reality. In the implementation of such a scheme, the value of $k$ represents the number of departments or divisions in an organization. Let $\tilde{\rho}_{1}=\frac{12 n}{12 n+k^{2}+34 k-60 \log _{2}\left(\frac{k+2}{3}\right)-32}$ and $\tilde{\rho}_{2}=\frac{n}{n+\left(\frac{3}{2} k+2\right) \log _{2}(k+2)-\left(\frac{2}{3}+\frac{3}{2} \log _{2} 3\right) k+\frac{2}{3}-2 \log _{2} 3}$ be the highest possible average information rate derived from our two constructions in Theorems 4.6 and 5.5 , respectively. Both rates perform very well when $n / k$ is large. If $k$ is constant, both rates approaches " 1 " asymptotically. Let $n=\mu k$ where $\mu$ represents the average size of departments in the organization. When $\mu$ is larger, both $\tilde{\rho}_{1}$ and $\tilde{\rho}_{2}$ become higher as well for each value of $k$. Fig. 6.1 shows the behavior of Morillo's rate [19], $\tilde{\rho}_{1}$ and $\tilde{\rho}_{2}$ in the case when $\mu=20$. As indicated in the figure, $\tilde{\rho}_{1}$ performs better than $\tilde{\rho}_{2}$ when $k \leqslant 30$, whereas $\tilde{\rho}_{2}$ becomes superior to $\tilde{\rho}_{1}$ for all $k \geqslant 31$. Actually, this fact remains true for all values of $\mu$. Therefore, Construction I is more
suitable for organizations with fewer departments, whereas Construction II performs especially well for organizations with more departments.

Dealing with average information rate is in general very tedious. In this work, we have demonstrated an approach to the analysis of complicated results.
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