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Abstract—An adaptive power control (APC) system on power-
gated circuitries is proposed. The core technique is a switching
state determination mechanism as an alternative of critical path
replicas. It is intrinsically tolerant of process, voltage, and temper-
ature (PVT) variations because it directly monitors the behavior of
VDDV node. The APC system includes a multi-mode power gating
network, a voltage sensor, a variable threshold comparator, a slack
detection block, and a bank of bidirectional shift registers. By dy-
namically configuring the size of power gating devices, an average
of 56.5% unused slack resulted from worst case margins or input
pattern change can be further utilized. A 32–64 bit multiply-ac-
cumulate (MAC) unit is fabricated using UMC 90-nm standard
process CMOS technology as a test vehicle. The measurement re-
sults of test chips exhibit an average of 12.39% net power reduc-
tion. A 7.96 leakage reduction is reported by power gating the
MAC unit. For the 32-bit multiplier of MAC, the area and power
overhead of proposed APC system are 5% and 1.08%, respectively.
Most of the overhead is contributed by power gating devices and
their control signal buffers.

Index Terms—Power control, power gating, switching state de-
termination mechanism.

I. INTRODUCTION

P OWER issues continue to be critical challenges for the
integrated circuits [1] as technology shrinking goes on.

The power constraints nowadays are actually application-ori-
ented. Energy-constrained applications require minimum en-
ergy consumption whereas performance-oriented applications
pursue good power efficiency.

For energy-constrained applications such as emerging wire-
less sensor network or implantable medical electronics, perfor-
mance is usually not a concern. Long device lifetime is desired
because of the difficulty of a battery recharge or replacement.
Ultra dynamic voltage scaling [2] technique which lowered the
supply voltage down to subthreshold region of the transistor
greatly reduced the power consumption. Moreover, techniques
to determine the minimum energy point had been presented to
address the demand of these energy-critical applications, either
through schemes of energy slope tracking [3] or directly com-
puting energy consumption [4]. These techniques scaled the
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voltage to where the total amount of dynamic and leakage en-
ergy reached a minimum.

On the other hand, good power efficiency is demanded by
performance-oriented applications to perform as many func-
tions as possible for a certain amount of energy. Dynamic
voltage frequency scaling (DVFS) techniques [5]–[10] were
widely used for digital circuits to reduce the power consump-
tion, especially under wide workload variations. Conventional
DVFS techniques used critical path replica to track the cir-
cuit delay and to provide reference for adjusting voltage and
frequency. Ring oscillator [5] was suggested to be a simple
but efficient replica scheme to track gate delay variations.
Except gate delay variations, interconnection delay and rise/fall
delay variations have become more significant as the chip size
grows. A more complicated delay synthesizer [6] was therefore
proposed to track all these variations.

For the critical path replica technique, the effect of the
process, voltage, and temperature (PVT) variations is not
negligible. Among PVT variations, process variations have
become more significant in advancing nanometer technology.
The process variations can be divided into three categories,
which are die-to-die, within-die (WID), and random (Ran)
variations [8]. The critical path replica scheme suffers severely
from WID and random variations because there is no way to
detect these variations in other locations of the chip. Spatial
environmental variations such as local power supply noise and
thermal effect possess the same issue. Circuit wearout mecha-
nisms such as NBTI and hot-electron degradation also have a
growing importance on circuit yield. Adding delay margins on
the critical path replica is straightforward for the technique to
accommodate worst case WID, Ran, environmental variations,
and transistor aging effects. However, required margins are
getting more significant than ever with technology scaling. The
increased margins directly limit the effectiveness of voltage
scaling adopting critical path replica schemes.

Except using a fixed critical path replica, some other works
dealt with variations by precharacterized data stored in lookup
tables (LUT). The data in LUT was either used to program the
critical path replica [9] or to instruct the system settings [10]
in response to supply drops and thermal variations. A typical 5

5 matrix LUT implemented by register banks was reported to
occupy about mm [9]. The area overhead is the major
drawback of the LUT scheme.

In addition to voltage scaling, power gating techniques are
also widely used in low power digital circuits. Energy over-
head, power/ground noise, information loss, speed degradation,
and leakage reduction are main issues of the power gating tech-
nique. To deal with the energy overhead of the power gating de-
vice (PG), fine-grained configurations of PGs on small blocks
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Fig. 1. Block diagram of proposed adaptive power control system.

were suggested [11], [12]. Charge recycling between gate node
of PG and the virtual supply node [11] also helped to reduce
the minimum sleep time required to compensate for the energy
overhead. To suppress the power/ground noise induced by rush
current at the wakeup, the wakeup timings of distributed PGs
were proposed to be skewed [12]. To overcome information loss
issue, data retention mode operation [13] was presented to re-
tain the logic state. Choosing the size of PG is a tradeoff between
standby leakage and speed degradation. A sizing strategy con-
sidering timing criticality and temporal currents [14] was pre-
sented to find the minimum size of PG under the speed penalty
constraint. The standby leakage can be further suppressed using
super cutoff technique to forward bias the gate-source voltage
of PG. An automatic gate biasing technique was developed to
find the optimal gate biasing voltage to maximize leakage re-
duction [15]. Overall, these previous works mainly contributed
to cut off the power supply to reduce leakage during standby
period. Although it had been reported that smaller power gating
device would reduce the maximum operating frequency as well
as dynamic power [11], none worked on dynamically control-
ling circuit speed by the power gating device.

To overcome the drawbacks of critical path replica scheme
and to extend the usage of the power gating device, an adaptive
power control (APC) technique which was first proposed in [16]
is enhanced in this work. Section II briefly describes the overall
architecture of the proposed APC system. Then the fundamen-
tals of the APC system are presented in Section III. The speed
control ability of the power gating device is introduced first, fol-
lowing by the derivation of the proposed switching state deter-
mination mechanism to determine the completion of switching
event. The extension of the proposed mechanism for complex
circuit blocks and the mechanism’s tolerance of PVT variations
are also given. In Section IV, the circuit operation of the pro-
posed APC system is introduced as well as the effect of the vari-
ations on the implemented circuit. Section V shows the system
overview, the simulation and test chip measurement results, and
some more discussions about the proposed APC system. Finally,
Section VI concludes this paper.

II. ADAPTIVE POWER CONTROL SYSTEM ARCHITECTURE

Fig. 1 shows the block diagram of the proposed APC system.
The proposed APC technique determines the completion of
switching events and identifies the unused slack. The circuit
speed is then altered to utilize the unused slack.

The multi-mode power gating network (MPGN) that con-
sists of power gating devices is used to control the speed of

Fig. 2. Simulation setup of inverters with PG to demonstrate speed control
of PG.

the load circuit. The control signals of the MPGN are stored
in the bidirectional shift registers. The voltage sensor and the
variable threshold comparator implement the switching state
determination mechanism. They determine the completion of
switching events from the behavior of the virtual supply node
(VDDV). The completion of switching events can be considered
the delay information of the load circuit. With the delay infor-
mation, the slack detection block identifies the existence of the
unused slack. Based on the degree of slack depletion, the MPGN
is configured between modes dynamically to alter the circuit
speed. The control loop responds every cycle to utilize the un-
used slack and to reduce power consumption under different op-
eration conditions without harming the speed specification.

III. SYSTEM FUNDAMENTALS

Two fundamentals of the proposed APC system are circuit
speed control and the detection of completion of switching
events. In this section, the speed control ability of the power
gating devices is first investigated. Then the switching state
determination mechanism, which is the core of the proposed
APC system, is developed.

A. Power Gated Speed Control

The concept of speed control through power gating device
is inspired by an on-chip digital power supply [17]. However,
instead of concerning a stable supply voltage, the behavior of the
voltage and the current in the presence of power gating device
is analyzed in this work.

Assuming that a -type power gating device is used, the power
network is split into a permanent power connected to the power
supply and a virtual power network (VDDV) that drives the
circuits. The voltage drop on VDDV node during switching
can be considered the supply noise to the logic gates. The peak
magnitude depends on the current drained by the load circuit and
on the size of the power gating device. It had been demonstrated
that timing distortion is more dependent on the average of supply
voltage than on the peak of supply noise [18], [19]. Larger peak
voltage drop on VDDV node implies lower average supply
voltage of logic gates, which in turn stretches the gate delay.
Therefore, sizing power gating device should be able to control
the circuit delay without a physical variable voltage supply.

The simulation environment of inverters with PG shown in
Fig. 2 is used to demonstrate the relationship of circuit speed
versus PG size. UMC 90-nm standard process CMOS tech-
nology is used throughout this work. Only normal (about
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Fig. 3. Delay, power, minimum, and average voltage on VDDV node versus
PG size (a) of inverters and (b) of 32-bit multiplier.

250 mV) devices are used. The nominal power supply
is 1 V. -type power gating device is used. In order to enlarge
the effect, 100 identical inverters are used in parallel for the
experiment. All the inverters share one identical input which
is buffered by other inverters with enough driving strength
to emulate the real logic behavior. Every inverter under test
is loaded with an identical inverter. The experiment is also
conducted on a 32-bit multiplier with similar environment as
Fig. 2. The PG size is swept from 10 to 200 m for inverter
case and from 30 to 700 m for multiplier case to observe the
delay and power change.

The complete switching here is defined when the output of
the inverter (or the last switching output bit of the multiplier)
reaches 90% of the power supply, which is 0.9 V in this work.
The switching window, which is the delay, is defined as the time
from 50% of input falling to the completion of switching. The
average of VDDV is calculated during the switching window.
Only the output rising case is examined because the -type PG
affects the rising output only.

The results are shown in Fig. 3, including the minimum
VDDV, the average of VDDV, the delay, and the power. Both
for the inverter and the multiplier cases, the minimum and the
average VDDV reduce along with the size of PG. The delay
increases with smaller PG size, whereas the power decreases.
These results support that PG size will affects the average
supply voltage. Results also confirm that the circuit delay is
dependent on the average supply voltage. In other words, by
configuring PG size, the circuit speed and hence the circuit
power can be controlled.

Fig. 4. Current characteristic of a 16-bit multiplier with ideal power supply.

Note that the delay increases exponentially when the PG size
is smaller than 50 and 100 m for inverter case and multiplier
case, respectively. It is a result of that the VDDV node is still
lower than 0.9 V when the last output bit finishes switching. The
rest of the recorded delay time is used to charge the VDDV node
as well as the output node of the circuit. It takes longer to charge
the nodes to 0.9 V especially when PG size is small.

B. Switching State Determination Mechanism

Mathematical models were widely used to estimate the circuit
delay [18], [20] and served well as the basics of static timing
analysis (STA). But delay information, or the 90% crite-
rion, is hard to acquire dynamically. In this work, instead of cal-
culating the circuit delay, a switching state determination mech-
anism is proposed.

The concept of the proposed mechanism is to distinguish be-
tween switching and stable states of the circuit [16]. Fig. 4 il-
lustrates the drained current change of a 16-bit multiplier with
ideal power supply. Obviously, only leakage current exists in
the stable state. Therefore, by monitoring the change of drained
current, the circuit state can determined. Note that in the pres-
ence of PG, the charging period after switching described in
Section III-A should be considered to be in the stable state. The
current through PG is linearly related to the drain-source voltage

of PG. So the already existing PG adequately satisfies the
requirement of monitoring the change of drained current.

A CMOS inverter is first analyzed here for simplicity. Fig. 5
depicts the switching response of an inverter with a -type PG
on top. The VDDV node exhibits a fall-then-rise behavior, sup-
plying different amounts of current for the inverter. The pro-
posed switching state determination mechanism discards con-
ventional determination threshold such as 90% to deter-
mine the completion of switching event. Instead, it is defined at
point B as in Fig. 5 for proposed mechanism. Point B is not a
fixed point. It is chosen when of P1 equals to a predefined
value . After point B, drain current through PG keeps de-
creasing as VDDV and internal nodes being charged up. If the
drain current of PG can be measured to be smaller than that at
point B, the completion of switching event can be claimed. Note
that the drain current of P1 is always equal to that of PG. There-
fore, using the drain current of P1 at point B, the claim can be
expressed as

(1)

Both PG and P1 are in linear region here. By adopting alpha
power model [21], [22], and can be written as

(2)
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Fig. 5. Inverter switching response with power gating device on top.

(3)

where is the channel width-to-length ratio, is
the gate oxide capacitance per unit area, is the effective
mobility, is the predefined value of the proposed mech-
anism, is the threshold voltage of pMOS transistor, and

is the transient value of VDDV node. Note that in (2)
represents the value of VDDV at point B, whereas in (3)
stands for that of VDDV after point B. These two variables
should be different. However, the “equal” property in (1) is
mainly concerned. So the same variable is used in (2) and
(3) for simplicity. From [22]

(4)

where is the drain saturation voltage when .
is a modified drive current parameter of the transistor, dif-

fering with the transistor geometry such as width and length.
Therefore, (1) can be rewritten using (2)–(4) after simplifica-
tion as

(5)

is the drain current parameter of the circuit, which is P1 in
this case. And is a similar parameter of the power gating
device.

On the other hand, the largest voltage drop on VDDV node
occurs at point A, as shown in Fig. 5. It is recorded as . Note
that is not a constant value either. It varies with different
widths of PG, different load circuits and different operation con-
ditions. The drain currents through PG and P1 are equal at point
A. P1 is in saturation region whereas PG is always in linear re-
gion. Here the output node of the inverter is assumed not being
charged yet. Therefore, of P1 equals . Again using alpha

Fig. 6. Graphical solution of inequality (7).

power model [21], [22] with channel length modulation prop-
erty, the current equality at point A can be expressed after sim-
plification as

(6)

where is the channel length modulation parameter. Substi-
tuting into (5), the inequality can be simplified as

(7)

Note that transistor geometry related parameters, such as
and , are eliminated. This suggests that the proposed
switching state determination mechanism is independent of
the geometry of the power gating devices or load circuits. It
depends only on and , which is the dynamic behavior
of the virtual power supply node.

Graphical solution shown in Fig. 6 is used to obtain direct re-
lationship between and in (7). Two sides of (7) are con-
sidered two individual functions with and as variables.
Left hand side of (7) is plotted as whereas right-hand
side of (7) is in Fig. 6. in (7) is set to 100 mV.
By choosing an arbitrary , a minimum can be obtained
from Fig. 6 to satisfy (7). Repeat the process with different
until enough data point pairs of and are acquired. With
these data pairs, a quadratic fitted inequality which serves as a
good approximation of inequality (7) can be shown as

(8)

The unit is Volt. Since the “equal” property is concerned, the
value of when the “equal” property is satisfied is defined
as . Therefore, for any lowest VDDV value captured
during switching, VDDV must rises higher than
to satisfy inequality (7) or (8) to claim a completion of the
switching event.
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C. Mechanism Extension to Complex Circuits

The proposed switching state determination mechanism in
[16] and previous section is based on a simple inverter. Here
the proposed mechanism is modified to be suitable for complex
circuit blocks. A complex CMOS circuit block can be consid-
ered a series of inverters with different sizes. These conceptual
inverters do not switch at the same time. A virtual signal wave
front can be imagined that propagates in the circuit block. The
cells touched by the wave front start to switch. As the wave front
advances from the input nodes, the number of switching cells
gradually increases. After reaching a maximum, the number of
switching cells reduces and converges at the output nodes.
is defined in the same way as in Section III-B, where maximum
switching cells induce a largest voltage drop on VDDV node.
And the point B is defined when the difference between VDDV
node and the last output switching bit reaches . The cells
being charged after point B are those with logic high outputs.
Unlike the single inverter case, the number of switching cells
at point A differs from that being charged after point B. As a
result, the parameters in (5) and (6) are different for com-
plex circuit blocks. Since only parts of the cells are switching at
point A, only a fraction of should be considered. An “ ”
factor is introduced to represent this fraction, where .
Therefore, (6) can be rewritten as

(9)

and the inequality becomes

(10)

If , it is equivalent to the single inverter case in
Section III-B. Fig. 7 illustrates the relationships
with different parameters. Smaller can be observed for
smaller value of . Note that can also generally represent
the percentage of being considered at every specific
time point. Hence the extended inequality (10) can be used to
determine the complete switching of cells at each point. The
value of VDDV at that particular point is considered as its
variable. And a required can be calculated through (10) or
its fitted relationship.

To find the parameter for a complex circuit block, the
switching timing window is needed for each cell in the block.
Similar to [14], Synopsys PrimeTime [23] is used to obtain the
timing windows.

A 32-bit multiplier using standard cell library provided by
UMC is synthesized to illustrate the procedure. The cells in
the library are not all single gates. Some cells actually consist
of multiple single gates to provide a specific function. Internal
nodes of these cells may rise even when the output nodes fall.
Considering only the falling window as in [14] is not appropriate
in this case. Therefore, the union of rising and falling window is

Fig. 7. � � � � relationships with different � parameters.

Fig. 8. � parameter (a) from number of switching cells and (b) with power
weightings.

used as the switching window of the cell. Note that even if the
output remains the same, there might still be internal switching
for a multi-gate cell. So the switching window is defined by
input transition timings.

Fig. 8(a) shows the number of switching cells at every time
step. Total cell count is 3614 for the synthesized 32-bit multi-
plier. Normalized switching cell count is also depicted using the
axis on the right. So based on Fig. 8(b), can be chosen as 0.52
for (10).

However, cells in the library are all different with different
. Besides, both rising and falling cases are included. But the

input states as well as output states are unknown in runtime.
Hence, the probabilities of switching states are adopted as in
[24]. In addition, power parameters which can be found from
the databook of the library are proportional to . So the prob-
abilities together with the power parameters are used as weight-
ings of cells. The weighting of a cell can be expressed as

(11)
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Fig. 9. Illustration of how to find the weighting. (a) Switching states computa-
tion and (b) parameters for weighting computation.

is over output rising, output falling, and output remaining
cases. and are the probability and power parameters
of state , respectively.

An OA21 cell in the library is used to demonstrate the pro-
cedure of obtaining the weighting. It is a typical multi-gate cell
with an OR gate followed by an AND gate. The switching states
are computed as in Fig. 9(a). As previously mentioned, the
switching timing window is defined by an input state transition
for the cell. For example, if state a is the initial state, there are
seven other states that can be switched to. And there are eight
initial states for OA21 cell. So the total switching cases will be

. The number of switching cases of output rising,
falling, and remaining can be computed in the same manner.
The probabilities and the power parameters of three switching
types are shown in Fig. 9(b). Then the weighting of OA21 cell
can be calculated from (11) as 0.00182.

All the cell weightings of the 32-bit multiplier are computed
in the same manner. Then a more practical weighted switching
cell count can be obtained as shown in Fig. 8(b). Note that the
maximum of the normalized result is about 0.615 with weight-
ings, which is higher than that without weightings. Therefore,

parameter should be extracted from the weighted results of
the circuit block to prevent underestimation.

D. Mechanism’s Tolerance of Variations

The same experiment environment as Fig. 2 is used to ana-
lyze the proposed switching state determination mechanism’s
tolerance of variations. For simplicity, the developed mecha-
nism (10) with , which is equivalent to (7), is examined
here.

UMC 90-nm CMOS TT corner technology at room temper-
ature is assumed for voltage variation analysis. Fig. 10 shows
the relationships with respect to 10% supply voltage
variations. There are three sets of curves in Fig. 10. Each set
represents a supply voltage condition. The solid symbol curve
in each set stands for the mathematical results of (7) where as
the hollow curve shows the simulated results. of simulated
results is obtained from the value of VDDV when the of
the pMOS of the inverter equals the 0.1 V definition.

Fig. 10. � � � � relationships under 10% supply voltage variations.

The simulation results agree with the presented model that
lower requires lower to claim the completion of the
switching event. The data also reveals that supply voltage varia-
tions incur a noticeable shift on the relationship. The
shift is approximately equal to the amount of supply voltage
variations. By taking 10% supply voltage variations into ac-
count in (7), i.e., altering the value of VDD correspondingly,
the supply voltage variations can be compensated as in Fig. 10.

Note that the quadratic fitted inequality (8) is used to compute
data points for the curve labeled “1 V Model” in Fig. 10. As for
the other two “Model” curves, their own fitted inequalities are
recalculated, though not shown here, by putting corresponding
VDD values into (7). The model curves for the following figures
are plotted in the same way.

A gap can be observed in Fig. 10 between the model and the
simulated results. This gap comes from the assumption made in
(6) that at point A the output node is not being charged yet. This
assumption makes the proposed model assert later than the ac-
tual occurrence of the definition of the completion (0.1 V ).
It also contributes to the proposed mechanism’s tolerance of
some variations which will be discussed later.

Fig. 11(a) shows simulated delays along with rela-
tionships of (7) at 1 V. There are three delay curves in the figure.
The first one is the same 90% VDD metric as in Fig. 3. The
second one is measured at the time when the value of VDDV sat-
isfies the required from the proposed model. The third one
is measured at the time when of the pMOS of inverter sat-
isfies the 0.1 V definition. Lower implies that smaller
PG is used, though not shown in the figure. These curves are
simulated using the same set of power gating device sizes. It
can be observed that model delays are always larger than def-
inition delays. This is consistent with that the proposed model
asserts later than actual occurrence of the definition. Compared
to 90% delays, model delays are a little larger when is high
because of higher requirement to assert completion. But
in lower cases, proposed model shows better efficiency on
determining the circuit delay. For the clarity of the figure, only
delay curves acquired from satisfaction and definition
are shown in the following.

Delay curves for three supply voltages are shown in
Fig. 11(b). When supply voltage changes, there is a significant
shift on for the same PG size. And the delay also changes.
Note that supply voltage compensation for (7) is adopted as
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Fig. 11. Simulated delays (a) along with � � � � relationships at 1 V and
(b) under supply voltage variations.

mentioned to determine the delay. This compensation does help
the proposed model to track the delays under supply voltage
variations, as shown in the figure.

Different temperatures, from 125 C to 25 C, are simulated
to demonstrate the effect of temperature variations on
relationships. TT corner, 1 V supply voltage is used here. A gap
can still be observed between the model curve of (8), which is
the quadratic fitted result of (7), and the simulated curves as
in Fig. 12(a). The simulated relationships from 0.1 V def-
inition of different temperatures almost overlap each other. It
means that the relationship shift induced by temper-
ature variations is very small.

Measured delays under different temperatures are shown in
Fig. 12(b). The temperature variations also induce a small
shift for the same PG size that is due to the transistor parameter
change under temperature variations. The delays from model
determination track the delay variations well which can be ob-
served from the figure. Note that the same model from (7) is
used under different temperatures, no modification is applied.
Therefore, temperature variations are tolerated by the proposed
mechanism intrinsically.

Monte Carlo (MC) simulations are conducted using the tran-
sistor variation model provided by UMC from their measured
data of physical devices. Transistor mismatch variations and the
process variations are included in this MC model. Therefore the
effects of random WID variations on proposed mechanism are
examined.

The relationship curves are shown in Fig. 13(a),
whereas measured delay curves are plotted in Fig. 13(b). The

Fig. 12. On temperature variations. (a) � � � � relationships and (b) mea-
sured delays (� unit: C).

Fig. 13. On process variations. (a) � � � � relationships and (b) measured
delays.

simulation results are obtained under 1 V supply voltage and
room temperature. Groups of MC simulations can be observed
in the figure. Each group represents a setting of PG size. There
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Fig. 14. Measured delays under worst case 0.9 V supply voltage, 125 C tem-
perature, and random process variations.

are 30 MC iterations in each group. The random WID varia-
tions contribute to the variations of relationships
and the measured delays. In Fig. 13(a), MC data points of the

relationships spread around the nominal case point
in each group. The measured delays also show a similar spread.
It can be observed from Fig. 13(b) that the spread of model de-
lays is smaller than that of definition delays. This is because that

of the model is a computed result from , where as the
0.1 V definition is fully influenced by random WID varia-
tions. Overall, determined delays from unmodified fitted model
(8) track the definition delays. Therefore, the random WID vari-
ations are again tolerated by the proposed mechanism as shown
in Fig. 13.

A worst case scenario is also presented in Fig. 14. MC simu-
lations with random WID variations are conducted under 0.9 V
supply voltage and 125 C temperature. As can be seen in the
figure, the measured delays are higher in the worst case scenario
than previous cases. The model determined delays track defini-
tion delays with a gap in the figure as expected.

To summarize, the relationship is the most sen-
sitive to the supply voltage variations. So the supply voltage
variations should be taken good care of when putting proposed
switching state determination mechanism into practice. The sta-
tistics show that the temperature and random WID variations are
intrinsically tolerated by proposed mechanism. There are also
circuit aging variations such as NBTI and hot electron degrada-
tion. It is not always able to separate these effects [25]. However,
it was suggested that all the variation sources can be translated
into an effective variation in threshold voltage [26]. In other
words, these variations directly affect the transistors and in turn
the behavior of the VDDV node. Proposed switching state deter-
mination mechanism has an advantage of monitoring the VDDV
node. Therefore it has a good capability to tolerate and adapt to
variations.

IV. APC CIRCUITS

In this section, the circuit implementation of the proposed
APC system and the circuit performance under variations are
described.

Fig. 15. (a) Multi-mode power gating network and (b) bidirectional shift
registers.

A. Circuit Implementation

The multi-mode power gating network (MPGN) is imple-
mented as a parallel-connected pMOS power switch network
as shown in Fig. 15(a). The control signals of MPGN are stored
in a bank of bidirectional shift registers as in Fig. 15(b). MPGN
can be configured to have multiple modes with different num-
bers of pMOS turned on, causing different circuit delay as de-
scribed in Section III-A. The number of modes can be chosen
arbitrarily whereas there are five modes in this demonstration.
More modes will provide finer control on the circuit delay with
higher control power overhead.

The power gating devices are sized by approximating the cir-
cuit delay versus average supply voltage. For an inverter, the
delay can be approximated as

(12)

is the output capacitance. For every , can be ob-
tained from (7) or (10) whereas can be calculated from
alpha power model [21], [22]. is used instead of actual
average supply voltage of the inverter for simplicity. Corre-
sponding delay can therefore be acquired through (12). Many
sets of delay- relationship can be calculated through
the same procedure.

Table I lists five selected sets of the relationship by choosing
desired delay. Note that the delay is presented as being normal-
ized to original delay without the power gating device. The
ratio is the normalized drain current with respect to the max-
imum . The increase of delay is a result of using smaller
power gating device as mentioned. The last two columns in the
table depict the configuration of the MPGN for a 32-bit multi-
plier. The actual values in Table I come from the ratio
multiplied by the maximum . Total PG width required for
each mode is calculated using values and corresponding
parameters. Then the individual PG size is simply the differ-
ence of total width between each mode. In this demonstration
the maximum is acquired from a simulation with an ideal
power supply. However, the accurate maximum value should
be obtained from extensive static/dynamic analysis on the target
circuit.

The voltage sensor and the variable threshold comparator in
Fig. 16 implement the switching state determination mecha-
nism described in Sections III-B and III-C. The voltage sensor
consists of two diode-connected transistors, MP1 and MP2, a
current pulling leg formed by four nMOSs, and a precharge
pMOS. The capacitor in the figure is not a physical one but
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TABLE I
DELAY-� �� � ���-W RELATIONSHIPS

Fig. 16. Schematics of (a) the voltage sensor and (b) the variable threshold
comparator.

Fig. 17. Waveform illustrations of (a) the operation of the voltage sensor and
the variable threshold comparator and (b) the principle of slack detection.

depicts the parasitic capacitance at node. The variable
threshold comparator is modified from the Schmitt Trigger.
The operation of these two blocks to determine the completion
of switching events can be illustrated by the example wave-
forms in Fig. 17(a).

The current pulling leg in the voltage sensor is used to remove
the charges from internal node . Long length transistors are
adopted to weaken the pull down strength in order not to burn
unnecessary power. Node will always be a threshold voltage
drop lower than VDDV because of the diode-like behavior
of MP1 whenever the voltage sensor is activated. node is
fully charged during precharging phase and will be discharged
through MP2 and the current pulling leg in the evaluation
phase. When VDDV and are falling during circuit switching
before reaching their lowest values, will be a threshold
voltage higher than theoretically due to MP2’s diode like
behavior. Therefore, VDDV and are equal in this period.
Once VDDV and start to charge up, the voltage drop across
MP2 (seeing from to -direction) will be smaller than a
threshold voltage or even be negative. Therefore, MP2 is turned

off and node holds its previous value which is the lowest
value of VDDV as shown in Fig. 17(a).

The output of the variable threshold comparator
is precharged by a pulsed clock at the beginning of every clock
cycle. In the evaluation phase, is determined by the
contention between pull down network controlled by transient
VDDV and the current pushing leg controlled inversely by .
A pMOS, MP, is used in the pushing leg to have a consistent
pushing strength when evaluating rising VDDV. The nMOS in
the pushing leg has minor effect since it is fully turned on, un-
like the partially on MP. As mentioned, the switching state de-
termination mechanism suggests that lower requires lower

. If MP is controlled directly by , lower will make
it stronger that results in higher required VDDV. It is contrary
to the proposed mechanism. Therefore, an inverted
by a skewed inverter is used to control MP. Once VDDV rises
higher than as depicted in Fig. 17(a), the comparator output
asserts by a falling transition. The assertion implies that the sat-
isfaction of (7) or (10) has been verified. In other words, it claims
the completion of a circuit switching.

Note that there will be a slight difference between actual
lowest VDDV value and captured due to circuit imperfec-
tion of the voltage sensor. Therefore, the skewed inverter used to
produce , the pull down network, and the current pushing
leg in the comparator are sized to compensate for this mismatch.
To reduce unnecessary power, precharge signal will be set to low
right after the comparator assertion to disable the voltage sensor.

The example waveforms shown in Fig. 17(b) can be used to
illustrate the concept of the slack detection. and
are two delayed versions of . The same as ,
only falling transitions are meaningful. The margin between

and is designed to tolerate the APC circuit
variations. The proposed criterion of slack depletion requires
that the clock rising edge lies inside the timing window cre-
ated by and . It implies that the completion of
the switching event, which is indicated by , is close to
the next clock rising edge. In other words, the unused slack is
depleted. In Fig. 17(b), two marked clock rising edges exhibit
two examples. The first rising edge is later than both and

, i.e., unused slack exists. The second one locates between
and that represents a slack depletion. The imple-

mentation of the slack detection block is through a combina-
tion of simple logic gates. The timing window is designed to be
180 ps and is translated into a pulse signal . By capturing

and values at the clock rising edge, the location
of the clock rising edge can be determined.

Based on the slack detection result, the shift registers will
modify the control signals of MPGN correspondingly. A “1”
will be shifted in rightward to turn off one more power switch
while unused slack exists. A “0” will be shifted in leftward to
turn on one more switch if there is not enough slack left. A hold
state can hold the control word without change. A reset state will
set all control bits to “0” to turn on all the power switches. In
power gating state, all the power switches are turned off by set-
ting all control bits to “1”. The inverse of the last bit of the con-
trol word is used to disable the voltage sensor in power
gating state as shown in Fig. 16(a).
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Fig. 18. Simulation results of circuit implementation of switching state de-
termination mechanism (a) under voltage variations and (b) under temperature
variations (� unit: C).

B. Circuit Performance Analysis

The performance of circuit implementation of the switching
state determination mechanism is examined here. The imple-
mented voltage sensor and the variable threshold comparator
are added into the simulation environment in Fig. 2, receiving
the VDDV as the input of the voltage sensor. The value of the
VDDV when the comparator asserts is recorded as the of
the implemented circuit. The simulation results are shown in
Fig. 18 including voltage and temperature variations.

The imperfection of implemented circuit can be observed
from the figure. The implemented relationships are
more linear than the model curve. They are higher than the
model curves when is low. The implemented relationship
under voltage variations exhibits a shift whose value is approx-
imately equal to the corresponding 10% supply voltage varia-
tions. Therefore, the nature of circuit response to voltage change
adequately supports the compensation of voltage variations as
mentioned in Section III-D. The implemented curves under tem-
perature variations show almost equal shift every 50 C. The cir-
cuits become slower at higher temperature. So the implemented

relationship gets higher as expected. Overall, the im-
plementation curves track the model curves well for most of the
cases.

Monte Carlo simulation results of the implemented voltage
sensor and the comparator with respect to WID and mismatch
variations at 1 V supply and room temperature are shown in
Fig. 19(a). As clearly shown in the figure, these process vari-
ations induce great variations on the relationships
of implementation. A worst case scenario, at 0.9 V supply and

Fig. 19. Monte Carlo simulation results of circuit implementation of switching
state determination mechanism (a) under WID and MISMATCH variations and
(b) under worst case scenario.

125 C temperature, is also examined shown in Fig. 19(b). The
maximum amount of the implemented curve that is lower than
model curve is smaller in worst case because of the raise of im-
plemented curve under 0.9 V supply voltage as in 18(a).

The variations of the implemented relationships
are mainly due to the nMOS-pMOS combination in the variable
threshold comparator. The opposite variations of nMOS and
pMOS result in large variations of the value for a certain

. However, as shown in Section III-D, the model asserts
completion always later than the actual occurrence of the defini-
tion of completion. So if the implemented curves can be always
higher than the model curve under all variations, the correctness
of the proposed state determination mechanism can be ensured.
Based on the analysis in Fig. 19, the implemented curve is about
115 mV lower than the model curve at most. For inverters in
Fig. 2 with smallest PG size, VDDV node takes about 50 ps to
rise 115 mV at the end of switching. Therefore, 50 ps (or 100 ps
to be safe) timing margin should be added into the slack detection
block, which is the margin between and , to
compensate for the imperfection of circuit implementation. This
timing margin can also cover the imperfection shown in Fig. 18.

V. SYSTEM EXPERIMENTAL RESULTS AND DISCUSSIONS

In this section, The simulation and chip measurement results
of the proposed APC system are presented with test vehicles,
including a 16-bit multiplier and a 32–64 multiply-accumulate
(MAC) unit. The integration of the proposed technique into de-
sign flow is described. In addition, some more remarks on the
proposed technique are made.
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Fig. 20. Flow chart of the proposed adaptive power control system.

Fig. 21. Delay patterns of a 16-bit multiplier.

A. APC System Overview

Fig. 20 shows the functional flow chart of the proposed APC
system. The system resets at the beginning of every clock cycle.
The voltage sensor captures lowest VDDV during switching
as . Different imply different thresholds (i.e., different

) of the variable threshold comparator as a result of its struc-
ture. Careful sizing of the comparator is required to track the
“equal” property of the relationship as close as pos-
sible. The comparator asserts to indicate the completion of the
switching event as soon as VDDV exceeds . At the end of
the clock cycle, the slack detection block examines the slack
and margin information. The evaluation loop then restarts from
the beginning. Meanwhile, the system will decrease, increase
or hold the MPGN strength to alter the circuit speed according
to three possible slack states. By repeating this procedure, the
APC system can make the target circuit utilize the unused slack.
Note that the APC system can respond to any environmental
variations. Therefore, the minimum power consumption can be
achieved under different operation conditions without harming
the speed specification.

B. Simulation Results

The proposed APC system is first analyzed with a 16-bit
multiplier. Its “ ” parameter is determined as described in
Section III-C. Timing requirement of 1.87 ns is reported by the
STA tool considering worst case variations. Different cycle time
cases are simulated. One is 2 ns which is larger than reported
1.87 ns. The other two are 1.75 and 1.6 ns which are shorter than
1.87 ns. The simulated delays are shown in Fig. 21 for 60 consec-
utive input sequences. Typically using a shorter timing constraint

Fig. 22. Test vehicle structure of the test chip.

than that reported by STA tool is not desired. The circuit may
have timing violations under worst case condition. However, the
circuit here is analyzed under nominal condition which is 1 V
supply, 25 C, and TT corner. The original delay of the 16-bit
multiplier is 0.957 ns on average as in the figure. A large amount
of unused slack exists. So two shorter timing constraints are
simulated to demonstrate the slack utilization performance. The
average delays in 2, 1.75, and 1.6 ns cycle time cases with APC
system activated are 1.524, 1.41, and 1.317 ns, respectively. To
evaluate the performance of APC under different cycle time
cases, the slack utilization is defined as

(13)

By this definition, the average slack utilization in 2, 1.75, and
1.6 ns cases are 54.8%, 57.7%, and 56.9%, respectively. The ap-
proximately 40% remaining slack results from the system cir-
cuits’ delay and the added timing margins. These results show
that the proposed APC system achieves a good slack utiliza-
tion in different cycle time cases while not violating the timing
constraints.

C. Test Chip Implementation and Measurement Results

A test chip has been designed and implemented to demon-
strate the proposed adaptive power control system. The test ve-
hicle is a 32–64 MAC unit as shown in Fig. 22. The MAC unit is
segmented into three sections, the multiplier, the adder, and the
flipflop (FF) block. The FF block uses standard power supply.
Both the multiplier and the adder are attached with their own
APC systems. These two APC systems operate independently.
Therefore, the adder and the multiplier are controlled separately
according to their own operation conditions.

The layout view of the test chip is shown in Fig. 23(a). UMC
90-nm standard process CMOS technology including standard
cell library and the custom design kit is used for the implemen-
tation. A linear feedback shift register bank is used as an internal
pattern generator because of limited PAD numbers. An unmodi-
fied MAC unit is also fabricated for function comparison. There
are four APC relevant blocks as depicted in the figure. These
blocks are implemented by full-custom layout. Except APC rel-
evant blocks, all the MAC units and the other test circuits are
routed using standard cell library with Cadence SoC Encounter
[27] for automatic place and route (P&R).

As can be observed from the figure, the area overhead of the
APC system is quite small. The total area overhead including
MPGN and the control part of the APC system is about 10%
and 5% for the adder and the multiplier, respectively. The area
overhead is mainly contributed by the MPGN and their control
signal buffers. The area of the control part is fixed whereas
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Fig. 23. Test chip implementation. (a) Layout view and (b) photo of fabricated
chip with bonding wires.

TABLE II
MEASURED POWER NUMBERS OF TEST CHIPS (mW)

the size of MPGN varies for different loading and speed re-
quirement. So the area overhead ratio is larger for a smaller
block such as an adder. Note that for most of advanced dig-
ital circuits, power gating devices including their control signal
buffers are already implemented in the circuit to support the
sleep/standby low power mode. What the proposed technique
does is to extend the usage of the power gating devices. There-
fore, the actual extra area overhead, which comes from the
control part of the APC system, is 7% for the adder and 1%
for the multiplier.

The fabricated chip is photographed with bonding wires as
shown in Fig. 23(b). 4 ns cycle time is used for measurement
since the fastest period that the chip still functions correctly is
3.6 ns. Five test chips are measured. The results are listed in
Table II and reported as power numbers per block of the MAC.
The power numbers are also formatted as bar charts shown in
Fig. 24. The average net power reduction ratio is 12.39% as a
result of slack utilization. The active power numbers of the APC
system are around 100 W no matter what the attached target
circuit is.

If considering the 32-bit multiplier only, the average power
reduction is 16.5% including only 1.08% power overhead. Note
that in Table II the power numbers of the FFs are slightly larger
when the APC systems are applied. The reason is that no level
converter is implemented in the test chip. All the signals are
bounded by FFs. The FFs will generate full-swing signals for the
next stage because they use the standard supply. Although the

Fig. 24. Measured power consumption comparison of test chips.

FFs can still capture the signals correctly, these signals which
are not full swing ones will induce short circuit currents at the
input stages of the FFs. The original power consumption of the
adder is comparable to the active power of the APC system.
The power reduction number of the adder cannot even compen-
sate for APC system’s power overhead. Therefore, the proposed
APC system should be applied on the circuit whose power con-
sumption is at least an order larger. The leakage current in the
sleep state is also measured. The APC system cuts off the power
and has an average of 7.96 leakage reduction (from 156.2 to
19.5 A on the 32-bit multiplier on average).

D. Design Flow Integration

The proposed adaptive power control system can be inte-
grated into standard cell based design flow easily. There is no
modification required on the main architecture. The designer
only needs to identify the target functional block for power
reduction. The state-of-the-art P&R tools are able to attach
power gating devices on the target block. The only modification
to form a MPGN as in the proposed technique is to group the
power gating devices with different control signals. Sizing
of each group can be integrated into current EDA tools by
adopting the sizing strategy presented in Section IV-A or any
other works describing delay penalties. The control part of the
APC system can be constructed as a parameterized IP block.
The “ ” parameter mentioned in Section III-C and the number
of MPGN modes are two main parameters. The control signals
of the MPGN can then be connected from the control part of
the APC system. Note that the proposed adaptive power control
system operates automatically and independently. Therefore,
in a large chip with multiple function blocks, the APC system
can be applied repeatedly. These procedures are much easier
today as a result of the highly automated digital design flow.

E. Remarks on Proposed Technique

In this work, all the derivation and the implementation are
based on -type power gating devices. However, it should be
noted that all the procedures can be easily migrated to using

-type power gating devices. Point A is now defined as the
maximum voltage rise of the virtual ground node, whereas
point B is defined that of the nMOS equals 0.1 V. Then
by using -type drain current descriptions throughout the
derivation of the switching state determination mechanism as
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in Section III-B, an -type counterpart of the determination
model can be obtained. All the concepts described in this work
can be migrated in a similar way.

One of the concerns when using power gating device is the
power/ground noise induced by rush current at the wakeup.
Techniques to reduce the power noise such as skewing the
wakeup times of power gating devices [12] or adding an extra
bypass power line for wakeup [28] had been presented. As
for this work, the mitigation of power noise can also be sup-
ported though not expressed in the paper. When waking up the
circuit from power gating state, the power gating devices in
the MPGN can be designed to turn on sequentially instead of
turning on all at the same time. Therefore, similar power noise
reduction effect can be achieved as the method of wakeup time
skewing [12].

For complex circuit blocks, there are still gates switching
after the occurrence of . But it can be observed from Fig. 8(b)
that the weighted count, which is the equivalent “ ”, drops
rapidly after reaching the maximum. For those switching later
than the occurrence of , lower are required. These
are even lower than the required for , which means that
their completion assertions are earlier than that of point.
Therefore, the APC system can focus only on the determination
of point.

The determination of the “ ” parameter described in
Section III-C is based on the switching probability of the target
circuit. If the estimation of the switching probability diverges
from the actual behavior of the target circuit, the quality and
correctness of power control will be affected. Simulations on
the 32-bit multiplier of the MAC with intentionally different
“ ” are conducted to evaluate the effect of inaccurate “ ”. The
results show that if “ ” is overestimated, i.e., a larger “ ”, the
power reduction ratio is reduced. In the worst case, the reduced
power cannot even compensate for the power overhead of the
APC system. On the other hand, if “ ” is underestimated,
the power reduction number may looks better. However, the
multiplier will violate the timing constraints in the worst case
because of too early assertion of the complete switching by the
APC system. In the development of “ ” in Section III-C, the
switching probability is computed from the accumulation of
switching windows of all the gates. So the proposed determina-
tion of “ ” in this work is a little overestimated since not every
gate switches under every input pattern.

As mentioned in Section V-C, no level shifter is implemented
in the test chip since the cell library doesn’t contain such cells. If
level shifters are adopted in front of the FFs, the short circuit cur-
rent of the FFs can be eliminated. Prior simulations show that the
power increase because of level shifters is approximately equal
to the reduction of FFs from eliminating short circuit currents.
On the other hand, the delay overhead of level shifters is approx-
imately equal to the propagation delay increase of FFs because
of non full-swing signals. There is no substantial benefit from
the point of view of power or delay. If the level shifter is desired,
it can still be applied and powered by VDDV and standard
as its low and high supply, respectively.

In the proposed APC system, the MPGN is configured based
on slack information of previous cycle. In other words, the slack
information of pattern is used as an expectation for pattern

. The slack variations are expected to be accommodated
by the 40% remaining slack as Fig. 21 suggests. However, in

some extreme cases, the increased delay that results from a short
delay pattern followed by a very long delay pattern will exceed
the remaining slack and cause error calculation. Error preven-
tion or correction techniques such as those in [29]–[31] can be
used to maintain the correctness. The extra power overhead is
1.2% as reported in [31]. The concept in [30] showed that with
a little increased error rate, the power consumption can be fur-
ther reduced. Therefore, the proposed APC technique can be
configured a little more aggressive to further reduce the power
consumption, e.g., lower the requirement than (8). The in-
creased error rate is handled by the error correction techniques.
Then the extra power overhead of error correction techniques
can be compensated.

VI. CONCLUSION

An adaptive power control system on power-gated circuitries
is proposed in this work. The core concept is the switching state
determination mechanism which serves as an alternative of crit-
ical path replica scheme. It is intrinsically tolerant of PVT vari-
ations due to its nature of directly monitoring circuit behavior
on VDDV node. The APC system consists of a multi-mode
power gating network, a voltage sensor, a variable threshold
comparator, a slack detection block, and a bank of bi-directional
shift registers. By dynamically configuring the size of the power
gating devices, the circuit speed can be altered to utilize unused
slack. Simulations show that the proposed APC system achieves
an average of 56.5% slack utilization rate under different cycle
time cases.

A 32–64 bit MAC unit is implemented as a test vehicle, using
UMC 90-nm standard process CMOS technology. The measure-
ment results of test chips show an average of 12.39% net power
reduction. The area overhead of proposed APC system is 5%
for the 32-bit multiplier of MAC. The control part of the system
only contributes 1%, whereas the power gating devices and their
control signal buffers contribute rest of the area overhead. The
power overhead is only 1.08% for the 32-bit multiplier of the
MAC unit. And a 7.96 leakage reduction is also reported by
power gating the MAC unit.
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