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Abstract—In this paper, we propose a novel energy-and-
memory efficient location update scheme for wireless M2M
communications. According to information theory, in comparison
with periodically registering to the Machine-Type Communica-
tions (MTC) server, it is more efficient for a MTC device to
perform location updates only when new nodes are added into
the corresponding parsing tree. Based on the theory of random
walks over trees, we propose optimally pruning the parsing tree
to minimize the expected value of the sum of the memory cost
and the energy cost for a MTC device. We use both analytical
results and simulation results to justify the usage of the proposed
scheme.

Index Terms—Machine-to-machine communications, mobility
management, random walks over trees.

I. INTRODUCTION

MACHINE-TO-MACHINE (M2M) communications rep-
resents a future where billions of everyday objects

and the surrounding environment are connected and managed
through a variety of devices, communications networks, and
cloud-based servers [1]. Representative M2M usage models
include (but are not limited to) smart electric grids, connected
cars that react in real time to prevent accidents, and body
area networks that track vital signs. M2M communications
is a key enabling technology for Internet of Things [2] in
which the large number involved leads to a number of research
challenges. In 3GPP standards, M2M communications is also
called Machine-Type Communications (MTC) [3] [4] [5].

In this paper, we propose an energy-and-memory efficient
location update scheme for wireless M2M communications.
In particular, we study the case in which the MTC server has
to track the location of each MTC device but does not know
the mobility patterns of MTC devices in advance. Since it
is widely expected that a variety of wireless access networks
will coexist in the near future, the proposed location update
scheme is designed to be independent of the wireless access
networks. In addition to the identity of the closest base station,
a MTC device could inform the MTC server its geographical
location if the MTC device is equipped with a GPS receiver.
Since the total number of MTC devices is expected to exceed
the human population, it is desired to optimize the location
update cost for each MTC device.
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Novel information-theoretic approaches for location update
in wireless cellular networks can be found in [6] [7] [8]. In
particular, instead of performing location updates periodically,
information theory (source coding theory) [9] is used to decide
the optimal time instances for a mobile device to perform
location updates. The realizations of the information-theoretic
approaches are based on parsing trees. Our major technical
contributions include the following. First, based on the theory
of random walks over trees [10], we propose a novel algorithm
to optimally prune the parsing tree whenever appropriate.
Note that the size of a parsing tree grows with time but the
memory size of a MTC device is finite and may not be as
large as a smart phone. The proposed algorithm is designed
to minimize the weighted sum of the memory cost and the
energy cost. In addition, we formally prove that when the
weight for the energy cost is smaller than the weight for the
memory cost, whenever the parsing tree has to be pruned,
it is optimal to remove all nodes except the root node. In
contrast, when the ratio of the weight for the energy cost to
the weight for the memory cost is large enough, it might not be
optimal to remove all nodes except the root node. We use both
analytical results and simulation results to justify the usage of
the proposed approach.

The rest of the paper is organized as follows. Related
works are covered in Section II. In Section III, we present
the system models and briefly introduce the parsing tree for
the benefits of the readers. In Section IV, we propose a novel
approach to optimally prune the parsing tree based on the
theory of random walks over trees. In Section V, we prove
related mathematical results. In Section VI, we analyze the
computational complexity of an algorithm that is used to es-
timate the location transition probabilities. In Section VII, we
analytically derive the worst-case computational complexity
for the proposed location update scheme. In Section VIII, we
show simulation results that reveal the advantages of using the
proposed scheme. Our conclusions are included in Section IX.
Related mathematical proofs are included in the Appendix.

II. RELATED WORKS

Wireless M2M communications is a young research field.
Lopez, Moura, Moreno, and Almeida [11] proposed a M2M-
based platform that enables saving energy by remotely mon-
itoring, controlling, and coordinating power generation and
consumption in electric grids. Chen and Wang [12] considered
optimizations for M2M communications in LTE-A systems.
Lien and Chen [13] proposed a massive access management
scheme to provide guarantees for MTC devices. In [14],
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a non-cooperative game-theoretic approach is proposed for
distributed rate and admission control in home M2M networks.

In cellular networks, by sensing the signal strengths and
listening to broadcast messages, a mobile device could know
the identity of the closest base station. Location update and
paging are key components for idle-mode mobility manage-
ment. On the other hand, handover/handoff is essential for
connected-mode mobility management. A lot of prior works
on paging could be found in the reference of [15] [16]. We
focus on location update for a large number of MTC devices in
this paper. Location update schemes could be movement-based
[17], timer-based [18], distance-based [19] [20], profile-based
[21], state-based [22], or velocity-based [23]. It was shown
in [24] [25] that distance-based schemes achieve better per-
formance compared to movement-based schemes and timer-
based schemes. Hybrid location update schemes can be found
in [26] and reference therein. Liang and Haas [27] proposed
a predictive distance-based user-tracking scheme based on
the Markov-Gaussian random process. Cayirci and Akyildiz
[28] proposed the user mobility pattern scheme for location
update and paging. Wu, Mukherjee, and Bhargava [29] exam-
ined a location update/paging scheme in hierarchical cellular
networks. Ng and Chan [30] proposed an enhanced distance-
based location management scheme using cell coordinates.

Some researchers assumed that a mobile user sends a
location update message to the system whenever it enters a
new location area and concentrated on the design of an optimal
location area [31] [32] [33] [34] [35]. Other researchers
assumed that location areas are given and focused on the
decision problem of whether a mobile user should send a lo-
cation update message when it enters a new location area [36].
Some proposed location update schemes [37] [38] suggested
that a mobile user should register its location only when it
enters some predefined cells, referred to as reporting centers.
In [39], overlapping location areas were proposed to reduce
the location update cost. The problem of joint optimization of
location update and paging has been investigated in [40] [41].
Jeon and Jeong [42] proposed changing the location update
probability of a mobile user based on its call arrival rate and
location area change rate. Mao and Douligeris [43] proposed
buffering location update messages until a call arrives. In this
paper, we explicitly take the memory constraints of MTC
devices into consideration. Instead of random walks over a
graph with cycles, our work is based on the theory of random
walks over trees. To the best of our knowledge, the latter is
not used in the previous works on location update.

III. SYSTEM MODELS AND THE PARSING TREE

A. System Models

In Figure 1, we show our network model. In particular, there
is a MTC server and M MTC devices, which are indexed by
1, 2, 3, ..,M . The MTC server is connected to the Internet.
On the other hand, a MTC device connects to the Internet
through 3G/LTE wireless networks or WiFi access points. The
service region of M2M communications is partitioned into
α ≥ 2 M2M location areas, indexed by 1, 2, 3, .., α. When
each MTC device has a GPS receiver, a M2M location area
corresponds to a square with width equal to L meters on

Fig. 1. The system model for wireless M2M communications.

Earth’s surface. Otherwise, a M2M location area corresponds
to the area covered by a 3G/LTE base station or a WiFi
access point. To simplify the descriptions, in this paper, it is
assumed that a MTC device is equipped with a GPS receiver.
With minor revisions, the proposed algorithm could be used
when a MTC device is not equipped with GPS receivers. It is
assumed that whenever a MTC device performs sensing, the
MTC device knows the index of the M2M location area in
which it currently resides.

For modeling the mobility of MTC devices, we first intro-
duce a very general continuous-time model. Next, we create
a discrete-time model that is based on the continuous-time
model and is sufficient for studying location updates. Let
(xm(t), ym(t)) be the position of the mth MTC device at
time t, where t is a non-negative real number. It is assumed
that for each integer m, where 1 ≤ m ≤ M , xm(t) and
ym(t) are both continuous and differentiable functions. Let
Smax be a positive real number. The maximum speed of a
MTC device is Smax meters per second. Recall that location
update is a mechanism for idle-mode mobility management.
In particular, to reduce energy consumption, a mobile device
only performs location update occasionally. Thus, we propose
the following discrete-time mobility model. Let T be a positive
real number. Time is partition into time slots of equal length.
The length of a time slot equals T seconds. The time interval
[(k − 1)T, kT ] is called the kth time slot, ∀k ≥ 1. Based on
the above continuous-time mobility model, for the ith MTC
device in time slot k + 1, where 1 ≤ i ≤ M and k ≥ 1,
we have −SmaxT ≤ xi((k + 1)T ) − xi(kT ) ≤ SmaxT
and −SmaxT ≤ yi((k + 1)T ) − yi(kT ) ≤ SmaxT . Let
X

(m)
k be a random variable that represents the index of the

M2M location area in which the mth MTC device resides
at time kT , ∀k ≥ 0. In order to obtain the value of X

(m)
k ,

at time k × T , the mth MTC device performs sensing. A
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graph G = (V,E), where V is the vertex set and E is the
edge set [44], is used to represent the relations between X

(m)
k+1

and X
(m)
k . In particular, vertex i corresponds to the ith M2M

location area, ∀i. Note that (i, j) is the edge between vertex
i and vertex j in the graph G. In addition, (i, j) ∈ E if
and only if there exists a pair of integers (m, k) such that
P{X(m)

k+1 = j|X(m)
k = i} > 0. Namely, (i, j) ∈ E if and

only if there exists a MTC device that might move from the
ith M2M location area to the jth M2M location area in one
time slot. For each i ∈ V , define N1(i) = {j|(i, j) ∈ E}.
Denote the cardinality of a set S by |S|. Since the maximum
distance of movement in a time slot for a MTC device
is SmaxT and the width of a M2M location area is L,
|N1(i)| ≤ (2�SmaxT

L �+ 1)2. In addition, |N1(i)| ≤ |V | = α.
Thus, |N1(i)| ≤ min{(2�SmaxT

L � + 1)2, α}. Namely, given
that a MTC device is in the ith M2M location area at time
kT , we can conclude that at time (k + 1)T the MTC device
has to reside in a M2M location area indexed by j, where
j ∈ N1(i). While a MTC device might continuously move,
for studying location updates, it is sufficient to use the above
discrete-time model. Define Δ = min{(2�SmaxT

L � + 1)2, α}.
Define d(i, j) as the distance between vertex i and vertex j in
the graph G. In particular, d(i, j) is the total number of edges
that belong to the shortest path between vertex i and vertex j
in the graph G.

It is assumed that for each fixed m, the discrete-
time stochastic process {X(m)

k }∞k=0 is a (time-homogeneous)
discrete-time Markov chain (DTMC) [10] with state space
{1, 2, 3, .., α}. To the best of our knowledge, DTMC is
widely used for modeling mobility. Note that if (i, j) /∈ E,
P{X(m)

k+1 = j|X(m)
k = i} = 0, ∀m, k. A MTC device is either

static or mobile. If the mth MTC device is static, P{X(m)
k+1 =

i|X(m)
k = i} = 1 and X

(m)
k = X

(m)
0 , ∀k, i. On the other hand,

if the mth MTC device is mobile, P{X(m)
k+1 = i|X(m)

k = i} <

1, ∀i. We focus on the case in which limk→∞ P{X(m)
k = j}

exists, ∀m, j. Define v
(m)
j = limk→∞ P{X(m)

k = j}, ∀m, j.
The above DTMC model is very general and covers a number
of mobility patterns. For example, when the movements of the
mth MTC device form a random walk or a random walk with
drift, {X(m)

k }∞k=0 is a DTMC.
All MTC devices adopt the same location update algorithm

and each MTC device runs the location update algorithm
independently. Therefore, it is sufficient to consider a MTC
device. In the rest of the paper, when it is clear from the
context, we abbreviate X

(m)
k , P{X(m)

k+1 = j|X(m)
k = i}, and

v
(m)
j by Xk, P{Xk+1 = j|Xk = i}, and vj , respectively.

Define pi,j = P{Xk+1 = j|Xk = i}, ∀i, j.

B. Parsing Trees for Information-Theoretic Location Update

A string is composed of a number of symbols. The maximal
proper prefix of a string is obtained by removing the last
symbol from the string. Among the prefixes of a string, we
focus only on the maximal proper prefix of the string. In this
paper, prefix is simply an abbreviation for maximum proper
prefix. Note that for a string containing a unique symbol, the
prefix is ∅. Denote the concatenation of two strings Y1 and Y2

by Y1⊕Y2, which is abbreviated by Y1Y2. For example, when

Fig. 2. The parsing tree Γ at time t9.

Y1 = 12 and Y2 = 345, Y1Y2 = Y1⊕Y2 = 12345. Define s0 =
∅. For each string s, there exists an integer k ≥ 1, k substrings
s1, s2, .., sk, and a function f such that s = s1 ⊕ s2 ⊕ ..⊕ sk,
f(i) ∈ {0, 1, 2, .., i− 1}, ∀i ∈ {1, 2, 3, .., k}, and the prefix of
si equals sf(i), ∀i ∈ {1, 2, 3, .., k} [46] [6]. Denote the last
symbol of si by wi. Denote the prefix of si by vi. Note that
sf(i) = vi and si = vi ⊕ wi. Given a string s, we can use
a parsing tree to find the value of k, the function f , and the
substrings s1, s2, .., sk.

The MTC device maintains a parsing tree and a queue,
which is initially empty. A parsing tree is a well-known data
structure in the field of source coding [45] [6]. Let γ be the
maximum number of nodes in a parsing tree due to memory
constraints. Each node in the parsing tree has an index and
a label. In particular, the index of a node is defined to be
the order that the node is added into the parsing tree. Note
that node i is the node with index equal to i. Let Li be the
label of node i. In particular, Li is the index of the M2M
location area in which the MTC device resides when node
i is added into the parsing tree. In addition, each node in a
parsing tree contains an array of α pointers [45]. Each pointer
either points to a child of the node or is a null pointer. Let Φi

be the set composed of the indexes of the children of node i
in the parsing tree.

Initially, the parsing tree is composed of the root node with
index zero and label ∅. Let N(t) be the total number of nodes
in the parsing tree at time t. Let N(t−) be the total number
of nodes in the parsing tree just before time t. If a new node
is added into the parsing tree at time t, the index of the node
is set to be N(t−). A MTC device maintains two pointers,
which are called root and current state, respectively. The root
pointer always points to the root node of the parsing tree.
At time zero, the current state pointer also points to the root
node of the parsing tree. Define tk = kT , ∀k ≥ 1. Let Sk

be the index of the node that is pointed by the current state
pointer just before time tk, ∀k ≥ 1. Note that S1 = 0. Define
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TABLE I
THE DICTIONARY FOR ENCODING LOCATION UPDATE MESSAGES

i record the ith vi, wi, f(i) integer to be number of bits sent
creation substring, (si = vi ⊕wi, encoded for sent bits for for

time si sf(i) = vi) location location location
update, update, update

mi = f(i)α + wi − 1 �log2(αi)�

0 0 ∅

1 t1 1(X1) ∅,1,0 0× 4 + (1− 1) = 0 2 00

2 t3 12(X2 ⊕X3) 1,2,1 1× 4 + (2− 1) = 5 3 101

3 t4 3(X4) ∅,3,0 0× 4 + (3− 1) = 2 4 0010

4 t5 2(X5) ∅,2,0 0× 4 + (2− 1) = 1 4 0001

5 t7 21(X6 ⊕X7) 2,1,4 4× 4 + (1 − 1) = 16 5 10000

6 t9 11(X8 ⊕X9) 1,1,1 1× 4 + (1− 1) = 4 5 00100

TABLE II
THE DICTIONARY FOR DECODING LOCATION UPDATE MESSAGES

i record expected received received qi, the ri, the si, the ith
creation number of bits for integer quotient remainder substring

time bits for location for of dividing of dividing si = sqi ⊕ (ri + 1)
location update location mi by α mi by α
update, update,

�log2(αi)� mi

0 0

1 t1 2 00 0 0 0 ∅ ⊕ (0 + 1) = 1

2 t3 3 101 5 1 1 1⊕ (1 + 1) = 12

3 t4 4 0010 2 0 2 ∅ ⊕ (2 + 1) = 3

4 t5 4 0001 1 0 1 ∅ ⊕ (1 + 1) = 2

5 t7 5 10000 16 4 0 2⊕ (0 + 1) = 21

6 t9 5 00100 4 1 0 1⊕ (0 + 1) = 11

Θk = {Lj : j ∈ Φ(Sk)}. Namely, the set Θk is composed of
the labels of the children of node Sk in the parsing tree. At
time tk, the value of Xk is inserted into the queue. If Xk ∈ Θk,
the MTC device does not perform location updates. In this
case, Sk+1 is set to be the integer j such that j ∈ Φ(Sk) and
Lj = Xk. On the other hand, if Xk /∈ Θk, a new node with
index N(t−k ) and label Xk is added into the parsing tree as a
child of node Sk and Sk+1 is set to be 0. In addition, based on
the LZ78 data compression algorithm [46], the MTC device
encodes the messages in the queue (into bits) and then clears
the queue. In particular, when the kth node is added into the
parsing tree, �log2(α ·k)� bits are used to encode all messages
in the buffer. In this case, the MTC device performs a location
update and sends the bits to the MTC server.

We use the following example to illustrate the above nota-
tions. Suppose α = 4, X1 = 1, X2 = 1, X3 = 2, X4 = 3,
X5 = 2, X6 = 2, X7 = 1, X8 = 1, and X9 = 1. At time
t1, since S1 = 0, Φ(S1) = ∅, Θ1 = ∅, and X1 /∈ Θ1, node
N(t−1 ) = 1 is added into the parsing tree as a child of node 0
and S2 is set to be 0. In addition, according to the LZ78 data
compression algorithm, X1 is encoded into log2(α · 1) = 2

bits 00, since X1 − 1 = 0. Furthermore, the MTC device
performs a location update and sends the two bits 00 to the
MTC server. When the MTC server receives the first location
update message from the MTC device, based on the LZ78
data compression algorithm, it decodes the two bits 00 and
finds that X1 = 1. At time t2, since S2 = 0, Φ(S2) = {1},
Θ2 = {1}, and X2 ∈ Θ2, no nodes are added into the parsing
tree and the MTC device does not perform location updates.
Since L1 = X2, S3 is set to be 1. At time t3, since S3 = 1,
Φ(S3) = ∅, Θ3 = ∅, and X3 /∈ Θ3, node N(t−3 ) = 2 is
added into the parsing tree as a child of node 1 and S4 is set
to be 0. In addition, according to the LZ78 data compression
algorithm, the string X2 ⊕ X3 = 1 ⊕ 2 = 12 is encoded
into log2(α · 2) = 3 bits 101. Furthermore, the MTC device
performs a location update and sends the three bits 101 to
the MTC server. When the MTC server receives the second
location update message from the MTC device, it decodes
the three bits 101 and concludes that (X2, X3) = (1, 2). In
Figure 2, we show the corresponding parsing tree at time t9.
For a node in Figure 2, the first symbol is the index of the
node, while the second symbol is the label of the node. In
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Fig. 3. The state transition diagram for the DTMC associated with Γ−3 at
time t9.

Table I, we show the dictionary used by the MTC device
for compressing location update messages into bits at time
t9, when the LZ78 compression algorithm is used. In Table
II, we show the corresponding dictionary used by the MTC
server for decompressing received bits at time t9, when the
LZ78 compression algorithm is used.

Note that a MTC device performs location updates only
when new nodes are added into the associated parsing tree.
Therefore, the location update cost is reduced. In addition,
since the above approach of location update corresponds to a
lossless data compression scheme [46], the MTC server knows
all values of Xk’s [6].

IV. OPTIMALLY PRUNING THE PARSING TREE

In this section, based on the theory of random walks over
trees, we propose a novel approach to optimally prune the
parsing tree. For each MTC device, the memory size is finite
and therefore the parsing tree cannot keep growing forever.
Whenever it is necessary to prune the parsing tree, it is
desired to prune the parsing tree in an optimal way so that
the cost is minimized. In addition, both the memory cost and
the energy cost should be taken into consideration. Typically,
memory cost is an increasing function of the total number
of nodes in the parsing tree. On the other hand, the energy
cost is a decreasing function of the expected value of the time
difference between two consecutive location updates. We will
explicitly define the cost function later in the section.

Suppose now we have to prune the parsing tree Γ. Namely,
there are γ nodes in the parsing tree and we have to remove
at least one node from the tree Γ. To maintain the structure
of the parsing tree for decompression, if node i is removed
and i < j, node j also has to be removed. Let Γ−k be the
tree obtained by removing each node with index greater than
k from the tree Γ. Once a parsing tree is pruned, the current
state pointer points to the root node. Let Φ−k(i) be the set
composed of the indexes of the children of node i in the tree
Γ−k.

Given that the parsing tree Γ is currently pruned to be Γ−k,
we can predict the next location update time based on the
movement history of the MTC device. In particular, for the
tree Γ−k, we construct the associated discrete-time Markov
chain {Y −k

n }∞n=0 with state space Ω−k = {−1, 0, 1, 2, .., k}
as follows. First, state i of the DTMC corresponds to node
i in the tree Γ−k, ∀0 ≤ i ≤ k. In addition, state −1 is an
absorption state. In particular, given that Y −k

0 = 0, Y −k
m = −1

if and only if the MTC device performs a location update
at time tm. The state transition probabilities of the DTMC
{Y −k

n }∞n=0 should depend on the mobility pattern of the MTC
device. In order to set the state transition probabilities for the
DTMC {Y −k

n }∞n=0, we first define a few variables. Let qi be
the estimated value of the probability that the MTC device
will appear in the ith M2M location area. Let qi,j be the
estimated value of the probability that the MTC device will
be in the jth M2M location area at the next sensing time
instance given that the MTC device is currently in the ith
M2M location area. Later in the paper, we will present an
algorithm to derive the values of qi and qi,j . It is desired to
set P{Yn+1 = j|Yn = i} = P{Xn+1 = Lj |Xn = Li}, ∀1 ≤
i, j ≤ k. However, the value of P{Xn+1 = Lj|Xn = Li} is
not always known in advance. Therefore, whenever the value
of P{Xn+1 = Lj |Xn = Li} is required, we use the value of
qLi,Lj instead. Let τ be the index of the M2M location area in
which the MTC device currently resides. We propose setting
the state transition probabilities for the DTMC {Y −k

n }∞n=0 as
follows:

P{Y −k
n+1 = j|Y −k

n = i}

=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

qτ,Lj , if i = 0 and j ∈ Φ−k(i)
1−∑

j:j∈Φ−k(i)
qτ,Lj , if i = 0 and j = −1

qLi,Lj , if 1 ≤ i ≤ k and j ∈ Φ−k(i)
1−∑

j:j∈Φ−k(i)
qLi,Lj , if 1 ≤ i ≤ k and j = −1

1, if i = j = −1
0, otherwise.

We now elaborate on the above equation. Suppose the
current state pointer points to the node with index i. Denote
the next sensing result by s. If i = 0, the MTC device resides
in the τ th M2M location area. In this case, if s ∈ {Lj|j ∈
Φ−k(i)}, the MTC device will not perform a location update
when it will get the next sensing result. Instead, the current
state pointer will point to the node with index equals j, where
j is an integer such that Lj = s. Given that the MTC device
is in the τ th M2M location area, the probability that the
next sensing result will be s equals pτ,s. Since the value of
pτ,s is not known in advance, if i = 0 and j ∈ Φ−k(i),
we set P{Y −k

n+1 = j|Y −k
n = i} to be qτ,Lj . If i = 0 and

s /∈ {Lj|j ∈ Φ−k(i)}, the MTC device will perform a location
update when it will get the next sensing result. Therefore, we
set P{Y −k

n+1 = −1|Y −k
n = 0} = 1 − ∑

j:j∈Φ−k(i)
qτ,Lj . If

i ≥ 1, the MTC device resides in the Lith M2M location area.
Similar to the case in which i = 0, if i ≥ 1 and j ∈ Φ−k(i),
we set P{Y −k

n+1 = j|Y −k
n = i} to be qLi,Lj . In addition, we

set P{Y −k
n+1 = −1|Y −k

n = i} to be 1 − ∑
j:j∈Φ−k(i)

qLi,Lj .
The state −1 is designed to be an absorption state. Therefore,
P{Y −k

n+1 = −1|Y −k
n = −1} = 1.
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We use the following example to illustrate the above nota-
tions. Suppose α = 4, X1 = 1, X2 = 1, X3 = 2, X4 = 3,
X5 = 2, X6 = 2, X7 = 1,X8 = 1, and X9 = 1. Suppose we
want to prune the tree at time t9. Then, τ = X9 = 1. Based
on the estimation algorithm in Section VI, at time t9, we have
q1 = 5

9 , q2 = 3
9 , q3 = 1

9 , and q4 = 0
9 . In addition, q1,1 = 3

4 ,
q1,2 = 1

4 , and q2,1 = 1
3 . In Figure 2, we show the parsing tree

Γ at time t9. In Figure 3, we show the state transition diagram
for the DTMC corresponding to Γ−3 (at time t9). Except for
the state −1, a state of the DTMC {Y −3

n }∞n=0 in Figure 3
corresponds to the index of a node of the tree in Figure 2. For
example, since the node with index 1 and label 1 is a child of
node 0 and q1,1 = 3

4 , we have P{Y −3
n+1 = 1|Y −3

n = 0} = 3
4 .

In addition, P{Y −3
n+1 = −1|Y −3

n = 0} = 1− q1,1 − q1,3 = 1
4 .

Similarly, since the node with index 2 and label 2 is a child of
node 1 and q1,2 = 1

4 , we have P{Y −3
n+1 = 2|Y −3

n = 1} = 1
4 .

Furthermore, P{Y −3
n+1 = −1|Y −3

n = 1} = 1 − q1,2 = 3
4 .

Moreover, due to that node 3 is a leaf node in Γ−3, P{Y −3
n+1 =

−1|Y −3
n = 3} = 1− 0 = 1.

Let H−k be a random variable that represents the time
instance when the discrete-time Markov chain {Y −k

n }∞n=0

visits state −1 for the first time, given that Y −k
0 = 0. In

particular,

H−k = min{n : n ≥ 1, Y −k
n = −1|Y −k

0 = 0}. (1)

Note that the DTMC {Y −k
n }∞n=0 corresponds to a random

walk over the tree Γ−k. In addition, the random variable H−k

corresponds to the length of the time interval elapsed from
now to the time instance when the MTC device performs the
next location update, given that the current parsing tree is Γ−k

and the current state pointer points to the root node. The larger
the value of H−k is, the smaller the energy cost for location
update is.

We now derive the value of E[H−k]. Consider a fixed
value of k. To simplify the notations, we abbreviate Y −k

n

by Yn. Define zi = E[min{n : n ≥ 1, Yn = −1}|Y0 = i].
Namely, zi is the average number of steps it takes for the
DTMC {Yn}∞n=0 to visit state −1 for the first time, given that
Y0 = i. In particular, z0 = E[H−k]. Then, based on [10],
∀i ∈ {0, 1, 2, .., k},

zi = 1 +
k∑

j=0

P{Yn+1 = j|Yn = i} × zj . (2)

We now elaborate on the above equation. First, it takes at
least one step for the DTMC {Yn}∞n=0 to move from state i
to state −1, ∀i 
= −1. Given that Y0 = i, with probability
P{Yn+1 = j|Yn = i}, Y1 = j. For each j 
= −1, given that
Y1 = j, on average, it takes zj additional steps for the DTMC
{Yn}∞n=0 to move from state j to state −1. Therefore, we have
the above equation.

Let z = (z0, z1, .., zk)
T and 1k+1 = (1, 1, .., 1)T be two

(k+1)-dimensional column vectors. Define a (k+1)×(k+1)
matrix U such that [U]i+1,j+1 = P{Yn+1 = j|Yn = i}, ∀0 ≤
i, j ≤ k. For the above example, which is associated with

Figure 3, we have

U =

⎡
⎢⎢⎣

0 3
4 0 1

4
0 0 1

4 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ .

Recall that for a parsing tree, the index of a node corre-
sponds to the order that the node is inserted into the parsing
tree. Thus, that node j is a child of node i implies j > i.
Therefore, U is an upper triangular matrix and [U]i,i = 0, ∀i.
Then, based on Equation (2), we have the following matrix
equation.

z = 1k+1 + U × z. (3)

Let Ik+1 be the (k + 1)th order identity matrix. Then,

(Ik+1 − U)× z = 1k+1. (4)

Based on the Gauss elimination method, the above equation
can be solved in O(k3) time. We now show that the above
matrix equation can be solved in O(k) time. Since U is an
upper triangular matrix, (Ik+1−U) is also an upper-triangular
matrix. In addition, [Ik+1 − U]i,i = 1, ∀i. Thus, the matrix
Ik+1 − U is full-ranked. Since the matrix (Ik+1 − U) is both
upper-triangular and full-ranked, Equation (4) can be solved
by backward substitution without explicitly calculating the
inverse matrix (Ik+1 − U)−1. Recall that when the graph
G = (V,E) represents a tree, |E| = |V | − 1 [44]. Since
there are k + 1 nodes and k edges in the tree Γ−k, there are
k nonzero elements in the matrix U and k+(k+1) = 2k+1
non-zero elements in the matrix Ik+1−U. Therefore, Equation
(4) can be solved by backward substitution in O(k) time.

Let c1, c2 > 0 be two real numbers. Denote the optimal
value of k by k∗. We propose using the following approach
to find the value of k∗.

k∗ = arg min
k:k∈{0,1,2,..,γ−2}

c1 × (k + 1)− c2 × E[H−k].

(5)

Note that c1 × (k+1) corresponds to the memory cost, since
there are (k+ 1) nodes in the parsing tree Γ−k. On the other
hand, −c2×E[H−k] corresponds to the energy cost. The larger
the average length of the interval between two time instances
of performing location updates is, the smaller the energy cost
is.

Once the value of k∗ is obtained, the MTC device prunes the
parsing tree Γ such that nodes with indexes greater than k∗ are
removed from the parsing tree. In addition, the current state
pointer points to the root node of the parsing tree. Furthermore,
the MTC device informs the MTC server the latest value of
k∗.

The proposed tree pruning algorithm and the encoding
algorithm are executed in each MTC device in a distributed
manner, while the decoding algorithm is executed in the MTC
server (or Gateway) in a centralized manner. For location
update, there are no control message exchanges between MTC
devices. When the total number of MTC devices is very large,
a cluster of MTC servers could be used for load balancing.



2626 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 12, NO. 6, JUNE 2013

V. ANALYTICAL RESULTS

Consider a MTC device. Let Vn be a random variable that
represents the nth time when the parsing tree has γ nodes,
∀n ≥ 1. We first prove that the random variable V1 is finite
for sure (with probability one). From the time instance when
the current state pointer points to the root node to the time
instance when a new node is added into the parsing tree, each
of the old nodes in the parsing tree is pointed by the current
state pointer in at most one sensing period. Therefore, it takes
at most k sensing periods for the total number of nodes in
the parsing tree to increase from k to k + 1. Hence, V1 ≤∑γ−1

k=1 k = γ(γ−1)
2 for sure. Similarly, Vn+1 − Vn ≤ γ(γ−1)

2
for sure, ∀n ≥ 1.

Consider a parsing tree Γ that contains γ nodes. We
now derive properties for the random variables H−k’s. First,
H−0 = 1 for sure. Since Γ−k is a tree that contains no cycles,
starting from state 0, the DTMC {Y −k

n }∞n=0 never visits state
i twice before it visits the state −1, ∀1 ≤ i ≤ k. Thus, the
DTMC {Y −k

n }∞n=0 visits up to k states before it visits the state
−1. Therefore, H−k ≤ k + 1 for sure. Furthermore, it can be
proved that 1 < E[H−1] < E[H−2] < .. < E[H−(r−2)].

Let Zn be a random variable that represents the state of
the parsing tree at time Vn, ∀n ≥ 1. Let W (t) be the total
number of nodes in the parsing tree at time t. By definition
of Vn, W (Vn) = γ, ∀n ≥ 1. Let ΩZ be the state space of
the random variables Zn’s. Define ζ = |ΩZ |. We now prove
that ζ ≤ [(α + 1) × (γ!α!)]γ < ∞. First, there are γ nodes
in the parsing tree at time Vn, ∀n ≥ 1. For a node in the
parsing tree, the total number of children ranges from 0 to
α. When a node has m ≥ 1 children, the total number of
combinations for the indexes of the m children is at most
γ×(γ−1)×..×(γ−m+1), which is no greater than γ!. When
a node has m = 0 children, the total number of combinations
for the indexes of the m children is one, which is also smaller
than γ!. Similarly, when a node has m ≥ 1 children, the total
number of combinations for the labels of the m children is at
most α× (α− 1)× ..× (α−m+1), which is no greater than
α!. When a node has m = 0 children, the total number of
combinations for the labels of the m children is one, which is
also smaller than α!. Therefore, ζ ≤ [(α+1)× (γ!α!)]γ < ∞.
Since ζ < ∞, for each realization of the stochastic process
{Zk}ζ+1

k=1, denoted by {Zk(ω)}ζ+1
k=1, there exists two integers

G1(ω) and G2(ω) such that 1 ≤ G1(ω) < G2(ω) ≤ ζ + 1
and ZG1(ω) = ZG2(ω).

If c2
c1

is small enough, whenever the parsing tree has to be
pruned, it is optimal to remove all nodes except the root node.

Lemma 1: If c2
c1

< 1, k∗ = 0.
Proof: See Appendix.
In contrast, if c2

c1
is large enough, it might not be optimal

to remove all nodes except the root node.
Lemma 2: If there exists an integer j, where j ∈ Φ0 and

j 
= γ − 1, such that c2 · qτ,Lj − c1 · j > 0, k∗ ≥ 1.
Proof: See Appendix.
The following theorem provides a sufficient condition for

the DTMC {Zn}∞n=1 to be irreducible, aperiodic, and positive-
recurrent.

Theorem 1: If qi = vi, ∀i, qi,j = P{Xk+1 = j|Xk = i},
∀i, j, c2

c1
< 1, γ > α, the DTMC {Xk}∞k=1 is irreducible, and

P{Xk+1 = i|Xk = i} > 0, ∀1 ≤ i ≤ α, the DTMC {Zn}∞n=1

is irreducible, aperiodic, and positive-recurrent.
Proof: See Appendix.
If qi = vi, ∀i, qi,j = P{Xk+1 = j|Xk = i}, ∀i, j, c2

c1
< 1,

γ > α, the DTMC {Xk}∞k=1 is irreducible, and P{Xk+1 =
i|Xk = i} > 0, ∀1 ≤ i ≤ α, based on the above theorem,
limn→∞ P{Zn = ξ|Z1 = ξ1} exists and is independent of ξ1,
∀ξ, ξ1 ∈ ΩZ . In this case, the DTMC {Zn}∞n=1 has a unique
steady-state probability distribution.

VI. ESTIMATING THE LOCATION TRANSITION

PROBABILITIES

For the completeness of the paper, we now present an
algorithm for estimating the location transition probabilities of
a MTC device. The algorithm is quite simple and its variants
have been widely used. Let qm,i be the estimated value of
the probability that the MTC device will appear in the ith
M2M location area at the next sensing time based on the
values of X1, X2, .., Xm. Let qm,i,j be the estimated value
of the probability that the MTC device will appear in the
jth M2M location area at the next sensing time given that
the MTC device is currently in the ith M2M location area,
based on the values of X1, X2, .., Xm. Let I(condition) be
the indicator function with value one if the condition is true
or with value zero otherwise. To reduce the memory require-
ment, during the time interval [tm, tm+1), the MTC device
only keeps the values of Xm, qm−1,i’s, qm,i’s, and qm,i,j’s.
Thus, the space requirement of the estimation algorithm is
O(1 + α + α + α2) = O(α2). At time tm+1, the MTC
device obtains the value of Xm+1 and calculates the values
of qm+1,i’s according to the following equation.

qm+1,i =

∑m+1
k=1 I(Xk = i)

m+ 1

=

∑m
k=1 I(Xk = i) + I(Xm+1 = i)

m+ 1

=
m · qm,i

m+ 1
+

I(Xm+1 = i)

m+ 1
, ∀i. (6)

In addition, at time tm+1, the MTC device calculates the
values of qm+1,i,j’s as follows. First, if

∑m
k=1 I(Xk = i) = 0,

qm+1,i,j = 0, ∀j. On the other hand, if
∑m

k=1 I(Xk = i) ≥ 1,

qm+1,i,j

=

∑m
k=1 I(Xk = i,Xk+1 = j)∑m

k=1 I(Xk = i)

=
1∑m

k=1 I(Xk = i)
· [

m−1∑
k=1

I(Xk = i,Xk+1 = j) +

I(Xm = i,Xm+1 = j)]

=
1

m · qm,i
· [(m− 1) · qm−1,i · qm,i,j +

I(Xm = i,Xm+1 = j)], ∀j. (7)

The computational complexity of Equation (6) for calculat-
ing the values of qm,i’s is O(α). In addition, the computational
complexity of Equation (7) for calculating the values of
qm,i,j’s is O(α2). Therefore, the computational complexity
of the estimation algorithm is O(α + α2) = O(α2).
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Fig. 4. The total cost of location update schemes, when there are 10 MTC
devices.

If at time tm, the MTC device has to prune the parsing tree,
the value of qi in Section IV is set to be the value of qm,i. In
addition, the value of qi,j in Section IV is set to be the value
of qm,i,j .

VII. COMPLEXITY ANALYSIS

In this section, for the proposed location update algorithm,
we analyze the worst-case computational complexity in time
and space. Recall that Δ = min{(2�SmaxT

L � + 1)2, α} and
|N1(i)| ≤ Δ, ∀i ∈ V . Consider a MTC device in a time slot.

We now analyze the time complexity. First, it takes at most
O(Δ) time to check if a new node should be added into the
parsing tree in the current time slot. If a new node should be
added, it takes O(1) time to add the new node. Otherwise, it
takes O(1) time to update the current state pointer. Second,
as shown in Section IV, it takes O(k) time to calculate the
value of E[H−k], ∀0 ≤ k ≤ γ − 2. Thus, it takes at most
O(

∑γ−2
k=0 k) = O(γ2) time to obtain the value of k∗. Recall

that Δ ≤ α. Recall that the time complexity for estimating the
location transition probabilities is O(α2). Therefore, the time
complexity of the proposed location update scheme is upper
bounded by O(Δ + γ2 + α2) = O(γ2 + α2).

We now analyze the space/memory complexity. First, there
are at most γ nodes in the parsing tree. Thus, it takes �log2(γ)�
bits to represent the index of a node in the parsing tree.
Second, since there are α M2M location areas in the network,
it takes �log2(α)� bits to represent the label of a node in the
parsing tree. Third, a node in the parsing tree has at most
Δ children. Recall that the space complexity for estimating
the location transition probabilities is O(α2). Therefore, the
space complexity of the proposed location update algorithm is
upper bounded by O(γ(�log2(γ)�+ �log2(α)�+Δ)+α2) =
O(γ(log2(γ) + log2(α) + Δ) + α2).

VIII. SIMULATION RESULTS

We wrote C programs in Windows 7 to obtain discrete
event-driven simulation results [47] [48]. Each simulation
instance consists of 100000 time slots. We also used ns-2
[49] in Fedora 17 to obtain additional simulation results. We
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Fig. 5. The total cost of location update schemes, when there are 100 MTC
devices.
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Fig. 6. The total cost of location update schemes in heterogeneous networks.

study the case in which the service region is a square and is
partitioned into α = w2 M2M location areas of equal size.
Let Λ(i) be the set composed of the indexes of M2M location
areas that are adjacent to the ith M2M location area. Note
that |Λ(i)| ∈ {2, 3, 4}. For a MTC device in a time slot, the
memory cost equals the total number of nodes in the parsing
tree multiplied by the value of c1. On the other hand, for a
MTC device, the total energy cost equals the total number
of location updates performed by the MTC device during the
simulated time interval multiplied by the value of c2. For a
MTC device in a simulation instance, the total cost is defined
to be the sum of the total memory cost and the total energy
cost. We evaluate the proposed tree pruning algorithm, the
LeZi-Update algorithm [6], and the naive periodic location
update algorithm. When the LeZi-Update is used and it is
necessary to prune the parsing tree, except for the root node,
all nodes of the parsing tree are deleted. For a MTC device,
when the naive periodic location update scheme is used, the
memory cost per time slot is zero and the energy cost per
location update equals c2, regardless of the mobility pattern.
As in many previous works on location update, it is assumed
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Fig. 8. The total cost when the maximum speed of a MTC device is 72
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that the wireless channel is characterized by Pe, the probability
that a location update message is not successfully received by
the access point/base station. Unless explicitly stated, Pe = 0
in this section.

We use the following DTMC-based mobility model in
the C programs. A MTC device is either static or mobile.
The movements of two mobile MTC devices are statistically
independent. It is assumed that for each m, {X(m)

k }∞k=0 is a
DTMC and X

(m)
0 is an integer-valued random variable that is

uniformly distributed in [1, α]. After one time slot, a mobile
MTC device either stays in the current M2M location area or
moves to one of the adjacent M2M location areas. To model a
variety of mobility patterns, the DTMC-based mobility model
has three parameters, ρm, βm, and h. ρm is the probability
that the mth mobile device will stay in the current M2M
location area after one time slot. βm is the probability that
the mth MTC device moves along a predetermined path/cycle.
The function h is used to create the predetermined path/cycle.
In particular, h is a one-to-one mapping from {1, 2, .., α} to
{1, 2, .., α} such that h(i) ∈ Λ(i), ∀i. In addition, given that
the mth mobile device always moves along the predetermined
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path and it is currently in the ith M2M location area, it will
move to the h(i)th M2M location area after one time slot.
For the DTMC {X(m)

k }∞k=0, the corresponding state transition
probabilities are set as follows.

P{X(m)
k+1 = j|X(m)

k = i}

=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ρm, if j = i

(1− ρm)(βm + 1−βm

|Λ(i)| ), if j = h(i)

(1− ρm)(1−βm

|Λ(i)| ), if j ∈ Λ(i)− {h(i)}
0, otherwise.

When ρm = 0 and βm = 1, the mobility pattern of the mth
MTC device is cyclic. Furthermore, when ρm < 1 and βm =

0, {X(m)
k }∞k=0 corresponds to a symmetric random walk over

the graph G.
Let ρ, β ∈ [0, 1] be two real numbers. We study homo-

geneous networks in which (ρm, βm) = (ρ, β), ∀m. In this
case the mobility patterns of all MTC devices are identical.
In Figure 4, we show the total cost per MTC device per time
slot, when M = 10, α = 16, and β ∈ {0, 1}. In comparison
with the naive periodic location update scheme, the proposed
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location update scheme could reduce the total cost by at least
32%. When the movement pattern of each MTC device is
cyclic, regardless of the value of ρ, the proposed location
update scheme outperforms the LeZi-Update algorithm. In
particular, the reduction in the total cost ranges from 7% to
28%. When the mobility pattern of each mobile device is
cyclic, the proposed location update algorithm could use a
small parsing tree to correctly predict the movements of a
mobile device and reduce the frequency of location update.
Therefore, in terms of the overall cost, the proposed location
update algorithm outperforms the LeZi-Update algorithm.
When the movements of each MTC device form a symmetric
random walk and ρ < 0.6, the proposed location update
algorithm is superior to the LeZi-Update algorithm. When the
movements of each MTC device form a symmetric random
walk and ρ > 0.6, the proposed location update algorithm is
slightly inferior to the LeZi-Update algorithm. In Figure 5,
we show the total cost per MTC device per time slot, when
M = 100, α = 36, and β = 0.95. In this case, regardless
of the value of ρ, the proposed location update algorithm
outperforms the LeZi-Update algorithm. In comparison with
the periodic location update scheme, the proposed location
update algorithm could reduce the total cost by at least 50%.
In comparison with the LeZi-Update algorithm, the proposed
location update algorithm could reduce the total cost by up to
10%.

We also study heterogeneous networks in which there
are static MTC devices and mobile MTC devices in the
network. In particular, if the mth MTC device is mobile,
(ρm, βm) = (0, 1). On the other hand, if the mth MTC device
is static ρm = 1. In Figure 6, we represent the total cost per
MTC device per time slot as a function of the probability
that a MTC device never moves. When either the proposed
location update algorithm or the LeZi-Update algorithm is
used, as the fraction of static MTC devices in the network
increases, the cost of location update decreases. In comparison
with the LeZi-Update algorithm, the proposed location update
algorithm could reduce the total cost by up to 27%.

In Figure 7, we show the impacts of the maximum number
of nodes in the parsing tree on the total cost, when c2 ∈
{200, 10000} and (ρm, βm) = (ρ, 0), ∀m. We find that the
optimal value of γ depends on the value of ρ and c2. For exam-
ple, when c2 = 200, ρ = 0.0, and γ ∈ {5, 10, 20, 30, 40, 50},
the total cost is minimized when γ = 30. In contrast, when
c2 = 10000, regardless of the value of ρ, the total cost is
a decreasing function of γ. In this case, as the value of γ
increases from 40 to 50, the total cost only slightly decreases.
Thus, in practice, γ does not have to be a very large number.

We also use ns-2 with the following mobility model to
evaluate the location update schemes. A MTC device moves
along a circle in the service region. Let Ci be the circle
associated with the ith MTC device. Let Ri be the radius
of Ci in units of meters. Recall that L is the width of a M2M
location area. Let (Ai, Bi) be the position of the center of
Ci. In particular, Ri is a random variable that is uniformly
distributed in [Rmin, Rmax], where Rmin ≤ Rmax ≤ wL

2 . In
addition, Ai and Bi are random variables that are uniformly
distributed in [Ri, wL−Ri]. Recall that Smax is the maximum
speed of a MTC device. Let Si be the speed of a MTC device

in units of meters per second. Si is a random variable that
is uniformly distributed in [0, Smax]. In Figure 8, we show
the impacts of γ on the total cost, when L = 100, α = 16,
M = 100, (Rmin, Rmax) = (100, 200), Smax = 20, and
T = 60. It should be emphasized that the proposed algorithm
does not know the values of the variables in advance. Note
that 20 meters per second equals 72 kilometers per hour.
Regardless of the value of γ, the proposed location update
algorithm outperforms the LeZi-Update algorithm and the
naive periodic location update algorithm. Simulation results
obtained by our C programs are consistent with simulation
results obtained by ns-2. Based on ns-2 simulation results,
in comparison with the LeZi-Update algorithm, the proposed
location update algorithm could reduce the total cost by up to
13%.

In Figure 9, we show the average number of location
updates per minute, when there are 1000 MTC devices in
the network and the sensing period is either one minute or
five minutes. Note that Figure 8 and Figure 9 use the same
mobility model. Let μ be the maximum number of times that a
location update message is retransmitted whenever necessary.
Regardless of the value of (γ, Pe), the proposed location
update algorithm outperforms the LeZi-Update algorithm and
the naive periodic location update algorithm. When Pe = 0,
in comparison with the LeZi-Update algorithm, the proposed
location update algorithm could reduce the average number of
location updates per time unit by up to 25%.

In Figure 10, we show the performance of the location
update algorithms, when real mobility traces obtained from
[50] are used. For the first mobility trace, in comparison with
the naive periodic location update algorithm, the proposed
location update algorithm could reduce the average number of
location updates per time unit by up to 81%. In comparison
with the LeZi-Update algorithm, the proposed location update
algorithm could reduce the average number of location updates
per time unit by up to 6.39%. For the third mobility trace,
in comparison with the LeZi-Update algorithm, the proposed
location update algorithm could reduce the average number of
location updates per time unit by up to 25.15%.

IX. CONCLUSION

In this paper, we have proposed a novel energy-and-memory
efficient location update scheme for wireless M2M commu-
nications. In comparison with periodically registering to the
MTC server, it is more efficient for a MTC device to perform
location updates only when new nodes are added into the
corresponding parsing tree. Based on the theory of random
walks over trees, we have proposed optimally pruning the
parsing tree to minimize the expected value of the sum of the
memory cost and the energy cost for a MTC device. We have
found that the proposed scheme could significantly reduce the
location update cost. Future works include jointly optimizing
the location update scheme and the paging scheme for wireless
M2M communications. Another direction of future research
is to explore and exploit the statistical correlations among
the movements of MTC devices for mobility management.
Utilizing cloud computing technologies for large-scale im-
plementation of the decoding part of the proposed location
update algorithm is a promising direction of future research.
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Future works also include collaborating with industry to create
prototype to test the performance of the proposed algorithm.
In our opinion, dynamically adjusting the sensing period is a
good direction for future research.

APPENDIX

A. Key Variables

M : the total number of MTC devices.
α: the total number of M2M location areas.
L: the width of a M2M location area.
(xm(t), ym(t)): the position of the mth MTC device at time

t.
Smax: the maximum speed of a MTC device.
T : a positive real number that represents the length of time

slot.
X

(m)
k : a random variable that represents the index of the

M2M location area in which the mth MTC device resides at
time k · T .
G = (V,E): a graph such that each vertex corresponds to

a M2M location area and (i, j) ∈ E if and only if there exists
a MTC device that might move from the ith M2M location
area to the jth M2M location area in one time slot.
N1(i) = {j|(i, j) ∈ E}: the adjacent vertices of vertex i.
Δ = min{(2�SmaxT

L �+ 1)2, α}.
d(i, j): the distance between vertex i and vertex j in the

graph G.
Xk: an abbreviation of X(m)

k , when only one MTC device
is taken into consideration.
si: the ith substring in the encoding dictionary for the

proposed location update algorithm.
vi: the (maximal proper) prefix of si.
wi: the last symbol of si.
f(i): an integer such that sf(i) = vi.
γ: the maximum number of nodes in the parsing tree.
Li: the label of node i in the parsing tree.
Φi: the set composed of the indexes of the children of node

i in the parsing tree.
N(t): the total number of nodes in the parsing tree at time

t.
tk = k×T : the time instance when a MTC device performs

sensing for the kth time.
Sk: the index of the node that is pointed by the current state

pointer just before time tk.
Θk: a set that is composed of the labels of the children of

node (with index) Sk in the parsing tree.
Γ: a parsing tree.
Γ−k: the tree obtained by removing each node with index

greater than k from the tree Γ.
Φ−k(i): a set that is composed of the indexes of the children

of node i in the tree Γ−k.
{Y −k

n }∞n=0: a discrete-time Markov chain that is associated
with the tree Γ−k.
qi: the estimated value of the probability that the MTC

device will appear in the ith M2M location area.
qi,j : the estimated value of the probability that the MTC

device will be in the jth M2M location area at the next sensing
time instance given that the MTC device is currently in the
ith M2M location area.

τ : the index of the M2M location area in which the MTC
device currently resides.
H−k = min{n : n ≥ 1, Y −k

n = −1|Y −k
0 = 0}.

Yn: an abbreviation for Y −k
n , when the value of k is fixed.

zi = E[min{n : n ≥ 1, Yn = −1}|Y0 = i]. In addition,
z = (z0, z1, ..zk)

T .
U: a (k + 1) × (k + 1) matrix such that [U]i+1,j+1 =

P{Yn+1 = j|Yn = i}, ∀0 ≤ i, j ≤ k.
c1, c2: two positive real numbers that correspond to the

unitary memory cost and unitary energy cost, respectively.
k∗ = argmink:k∈{0,1,2,..,γ−2} c1 × (k + 1)− c2 × E[H−k].
Λ(i): a set that is composed of the indexes of M2M location

areas that are adjacent to the ith M2M location area.
ρm: the probability that the mth MTC device will stay in

the current M2M location area after one time slot.
βm: the probability that the mobility pattern of the mth

MTC device is cyclic.

B. Pseudo Codes for Maintaining The Parsing Tree

For the convenience of readers, we include pseudo codes
for maintaining the parsing tree in Algorithm 1. In particular,
some of the pseudo codes use the syntax of the C programming
language.

C. Proofs

Lemma 1: If c2
c1

< 1, k∗ = 0.
Proof:
1. Define f(k) = c1 · (k + 1) − c2 · E[H−k], ∀k ∈

{0, 1, 2, .., γ − 2}. Then, f(0) = c1 − c2.
2. When k ≥ 1,

f(k) ≥ c1(k + 1)− c2(k + 1)

= (c1 − c2)(k + 1)

> c1 − c2

= f(0).

Since H−k ≤ k+1 for sure, E[H−k] ≤ k+1. Thus, we have
the first inequality. Since c1, c2 > 0 and c2

c1
< 1, c1 − c2 > 0.

In addition, k + 1 > 1, ∀k ≥ 1. Thus, we have the third
inequality.

3. Since f(0) < f(k), ∀k ≥ 1, k∗ =
argmin0≤k≤γ−2 f(k) = 0.

QED.
Lemma 2: If there exists an integer j, where j ∈ Φ0 and

j 
= γ − 1, such that c2 · qτ,Lj − c1 · j > 0, k∗ ≥ 1.
Proof:
1. Define f(k) = c1 · (k + 1) − c2 · E[H−k], ∀k ∈

{0, 1, 2, .., γ − 2}. Then, f(0) = c1 − c2.
2. E[H−j ] ≥ 1 + qτ,Lj . Thus, f(j) ≤ c1(j + 1) − c2(1 +

qτ,Lj ).
4. f(0)− f(j) ≥ c2 · qτ,Lj − c1 · j > 0.
5. Thus, k∗ 
= 0 and therefore k∗ ≥ 1.
QED.
Theorem 1: If qi = vi, ∀i, qi,j = pi,j , ∀i, j, c2

c1
< 1,

α < γ−1, the DTMC {Xk}∞k=1 is irreducible, and P{Xk+1 =
i|Xk = i} > 0, ∀1 ≤ i ≤ α, the DTMC {Zn}∞n=1 is
irreducible, aperiodic, and positive-recurrent.

Proof:
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Algorithm 1 The Parsing Tree Formation Algorithm
1: // initialize the parsing tree
2: if initialization then
3: parsingTree.root = (struct treeNode *)

malloc(sizeof(struct treeNode));
4: parsingTree.root→index = 0; // the index of the root

node is 0
5: parsingTree.root→label = -1; // the label of the root

node is ∅
6: parsingTree.root→totalChildren = 0; // the total number

of children of the root node
7: parsingTree.root→childNode = (struct treeNode **)

malloc(totalBaseStation*sizeof(struct treeNode *));
8: parsingTree.currentNode = parsingTree.root; // current

state pointer
9: parsingTree.nextId = 1; // index for the next node added

into the parsing tree
10: end if
11: // update the parsing tree when obtaining the kth sensing

result, Xk

12: if getNewSensingResult(k) then
13: add Xk into the tail of the queue;
14: if Xk ∈ Θk then
15: // does not perform location updates or add new

nodes into the parsing tree
16: j = findChildIndex(Xk,Φ(Sk)); // find j such that

j ∈ Φ(Sk) and Lj = Xk;
17: parsingTree.currentNode = node j in the parsing tree;

// update the current state pointer
18: else
19: // add a new node into the parsing tree
20: totalChildren = pars-

ingTree.currentNode.totalChildren;
21: parsingTree.currentNode.child[totalChildren] =

(struct treeNode *) malloc(sizeof(struct treeNode));
22: parsingTree.currentNode.child[totalChildren].index =

parsingTree.nextId;
23: parsingTree.currentNode.child[totalChildren].label =

Xk;
24: parsingTree.currentNode.totalChildren++;
25: parsingTree.currentNode = parsingTree.root;
26: parsingTree.nextId++;
27: // perform a location update
28: clear the queue;
29: end if
30: end if

1. We first prove that the DTMC is irreducible. Let ξ1, ξ2 ∈
ΩZ be two distinct states. Consider the case in which Z1 = ξ1.
Since ξ1 ∈ ΩZ , there exists an integer θ1 ∈ {1, 2, 3, .., α} such
that given that X0 = θ1, with probability greater than zero,
Z1 = ξ1. Similarly, there exists an integer θ2 ∈ {1, 2, 3, .., α}
such that given that X0 = θ2, with probability greater than
zero, Z1 = ξ2.

2. At time V1, the parsing tree is pruned and only the root
node is kept based on Lemma 1. Recall that d(i, j) is the total
number of edges on the shortest path from vertex i to vertex
j in the graph G. Define N1 = d(XV1 , θ2). Since the DTMC

{Xk}∞k=1 is irreducible, with probability greater than zero,
XV1+N1 = θ2. Since d(XV1 , θ2) < α for sure and α < γ− 1,
N1 < γ − 1 for sure. Due to that N1 < γ − 1 and at most
one node is added into the parsing tree in a sensing period,
V2 > V1 +N1 for sure. Since P{Xk+1 = θ2|Xk = θ2} > 0,
given that XV1+N1 = θ2, with probability greater than zero,
XV1+N1 = XV1+N1+1 = .. = XV2 = θ2.

3. At time V2, the parsing tree is pruned and only the root
node is kept based on Lemma 1. In addition, based on the
definition of θ2, given that XV2 = θ2, with probability greater
than zero, Z3 = ξ2.

4. Based on 2 and 3, P{Z3 = ξ2|Z1 = ξ1} > 0 and
therefore the DTMC is irreducible.

5. We now prove that the DTMC is aperiodic by showing
that P{Z3 = ξ1|Z1 = ξ1} > 0 and P{Z4 = ξ1|Z1 = ξ1} > 0.
Consider the case in which Z1 = ξ1. At time V1, the parsing
tree is pruned and only the root node is kept based on Lemma
1. Similar to 2, it can be proved that with probability greater
than zero, XV2 = θ1.

6. At time V2, the parsing tree is pruned and only the root
node is kept based on Lemma 1. In addition, based on the
definition of θ1, given that XV2 = θ1, with probability greater
than zero, Z3 = ξ1.

7. Based on 5 and 6, P{Z3 = ξ1|Z1 = ξ1} > 0.
8. We now prove that P{Z4 = ξ1|Z1 = ξ1} > 0. At time

V1, the parsing tree is pruned and only the root node is kept
based on Lemma 1. Since P{Xk+1 = i|Xk = i} > 0, ∀i,
with probability greater than zero, XV1 = XV1+1 = .. = XV2 .

9. Similar to 5, given that XV2 = XV1 , with probability
greater than zero, XV3 = θ1. Similar to 6, given that XV3 =
θ1, with probability greater than zero, Z4 = ξ1.

10. Based on 8 and 9, P{Z4 = ξ1|Z1 = ξ1} > 0
11. Based on 7 and 10, due to that the greatest common

divisor of 3−1 = 2 and 4−1 = 3 is 1, the period of the state
ξ1 is one. Since the DTMC is irreducible, all states have the
same period and therefore the DTMC is aperiodic.

12. Since |ΩZ | < ∞, the DTMC has at least one positive-
recurrent state. Since the DTMC is irreducible and has at least
one positive-recurrent state, all states are positive-recurrent.

QED.
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