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Abstract Data dissemination from multiple sources to mobile sinks is fundamental
and challenging in WSN applications due to limited energy supply of sensor nodes
and sink mobility. Previous data dissemination protocols either rely on an energy-
consuming coordinate system or build an inefficient backbone. In this paper, we pro-
pose a hierarchical role-based data dissemination (HRDD) protocol in wireless sensor
networks. In HRDD, a small number of sensor nodes are assigned to serve as cluster
heads and agents to form the data dissemination backbone and mitigate unnecessary
query forwarding. In addition, HRDD designs an efficient data delivery mechanism
that provides shorter paths to accelerate data delivery as well as reduce the number of
data transmissions. An adaptive backbone maintenance mechanism is also introduced
for low-energy cluster heads and agents to reduce their load, thereby prolonging the
network lifetime. The experimental results show that HRDD achieves the longer net-
work lifetime, the shorter delay, and the high success ratio compared to the prior
work.
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1 Introduction

In recent years, wireless sensor networks (WSNs) have received a significant amount
of research interests [10, 16, 26, 30, 37] since WSNs can be applied to a wide variety
of applications [2]. A wireless sensor network usually consists of a large number of
sensor nodes where each sensor node is a low-cost, tiny, battery-operated device with
sensing, processing, and wireless communication capabilities. Examples of WSN ap-
plications include military surveillance [38], intrusion detection [34], target track-
ing [33], and so on. Data dissemination from multiple sources to multiple mobile
sinks is a basic and important operation in these WSN applications. A source refers
to a sensor node that detects an event of interest and generates the data message of the
event for the sinks. A sink is a user that queries the sensor network about the event of
interest. A typical example of data dissemination is that a number of moving soldiers
(mobile sinks) submit queries about the up-to-date information of the enemy tanks
detected by the sensor nodes (sources) deployed in a battlefield.

The naive approach to data dissemination is that a query sink floods the query
message to the entire sensor network and the sources receiving the query message
reply the desired data to the query sink. However, since the sensor nodes are energy-
constrained, the flooding approach is impractical in sensor networks. To address this
problem, [9, 12, 22, 25, 28, 29, 32, 36] have proposed the rendezvous area concept
on top of a coordinate system. These protocols assumed that each sensor node is
aware of its location by either equipping with a GPS device or employing a virtual
coordinate system. Over the physical or virtual coordinate system, a group of sensor
nodes are selected to form a rendezvous area for data dissemination. Each source
reports the detected event to one or more sensor nodes in the rendezvous area and
the mobile sinks are able to obtain the data of interest by querying only the nodes in
the rendezvous area. These protocols presented different rendezvous area structures
to reduce the storage overhead and the number of transmissions. Despite the benefit
of the rendezvous area concept, it is cost-ineffective to rely on coordinate systems.
Explicitly, using the physical coordinate based on a GPS device is costly and energy-
consuming while employing a virtual coordinate system incurs high control overhead
for coordinate construction and usually does not offer delivery guarantee (or suffers
from high complexity to ensure delivery).

To avoid the disadvantages of adopting a coordinate system, DDB [20] and
HCDD [19] proposed to construct a data dissemination backbone by organizing the
sensor nodes into a tree or a hierarchical cluster or structure, respectively. Without
the need of coordinate information, the backbone formation is carried out via mes-
sage exchange among sensor nodes. Over the data dissemination backbone, the query
message of a sink can be propagated to reach the sources with the desired data. Since
the query and data transmissions over the backbone only require a small number
of sensor nodes to participate, the energy consumption of data dissemination can be
reduced. Although having successfully realized data dissemination at a low cost with-
out any coordinate system, DDB and HCDD suffered from the low query efficiency
(excessive number of data and query transmissions to solve queries). Moreover, DDB
and HCDD did not tackle the hot spot problem, causing the shorter network lifetime.
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In view of this, we propose in this paper a hierarchical role-based data dissem-
ination (HRDD) protocol to provide energy-efficient and scalable data dissemina-
tion in wireless sensor networks. The objectives of HRDD are to reduce the num-
bers of query and data transmissions, accelerate data delivery, and alleviate the
hot spot problem by three mechanisms, namely backbone construction, data deliv-
ery, and backbone maintenance. First, the backbone construction mechanism orga-
nizes sensor nodes into a two-level hierarchical cluster structure as the data dis-
semination backbone where a small number of sensor nodes serve as the cluster
heads. To further reduce the number of query transmissions over the cluster back-
bone, a few sensor nodes and cluster heads are designated as special roles called
agents to mitigate unnecessary query forwarding. Then, on top of the cluster back-
bone, the data delivery mechanism includes the event notification, query forwarding,
and data delivery processes to enable efficient data dissemination. The data deliv-
ery mechanism provides shorter data forwarding paths to not only speed up data
delivery, but also save data transmissions. Finally, to alleviate the hot spot prob-
lem, the backbone maintenance mechanism adaptively transfers the role of low-
energy cluster heads and agents to the other nodes with higher residual energy.
To evaluate the performance of HRDD, we conduct several experiments and com-
pare HRDD to HCDD. The experimental results demonstrate that HRDD outper-
forms HCDD substantially in terms of network lifetime, delay, and success ra-
tio.

The rest of this paper is organized as follows. Section 2 reviews related work.
In Sect. 3, we describe the design of HRDD in detail. The experimental results are
presented in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Related work

SPIN [15], Directed diffusion [17], and DRP [8] are the early works for data dissemi-
nation in wireless sensor networks. SPIN is a flooding-based protocol and introduces
a high-level data descriptor (metadata) for negotiation. With the negotiation, a source
could transmit the data messages only to those interested sinks, reducing data redun-
dancy. Similarly, Directed diffusion and DRP also exploit the data-centric paradigm
to enable efficient data dissemination. However, mobile sinks have to continuously
update their locations and thus cause substantial energy expenditure since sink mo-
bility is not considered in the design of both protocols. To overcome the problem of
costly metadata flooding and location updates, a vast number of data dissemination
protocols have been proposed [13] and could be broadly classified into two cate-
gories, namely coordinate-aware protocols and coordinate-free protocols. We review
these protocols in the following.

2.1 Coordinate-aware protocols

To support sink mobility and conserve the energy of sensor nodes, [9, 12, 22, 25, 28,
29, 32, 36] have proposed the rendezvous area for disseminating data from sources to
mobile sinks. These protocols assume that each sensor node obtains a coordinate by
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equipping with a GPS device or employing some virtual coordinate system [4, 11, 24,
31, 39]. A rendezvous area, which is created per source or shared by all sources, is
used to maintain the detected data information or the corresponding metadata. Upon
detecting the event of interest, a source uses a greedy geographic routing protocol
(e.g., GPSR [18] and GFG [6]) to send the message to the rendezvous area. When a
mobile sink intends to query the data of interest, the sink is able to access the data
by querying only the sensor nodes in the rendezvous area. TTDD [36] proposes that
each source builds a grid as the rendezvous area when sensing a new event. With the
grid, a mobile sink can use limited query flooding within the local grid cell and query
forwarding along the grid to retrieve the interested data. In [9], Das and Pucha design
a Column-Row Location Services (XYLS) for data dissemination. In XYLS, a source
creates its rendezvous area by replicating the data in the north and south directions
based on its location. A query sink can find the desired data by propagating the query
in a horizontal direction, leading the query message to reach the node having the
desired data.

Since per-source rendezvous area creation of TTDD and XYLS incurs high con-
trol overhead, Shin et al. [29] present a Railroad system for large-scale sensor net-
works. Only one Rail, placed in the middle of the network, acts as the rendezvous
area. In case of event detection, the source stores the data and sends the correspond-
ing metadata to the nearest station (a group of nodes in the Rail). The query issued
by a sink is forwarded to the Rail and then along the Rail in a circular way until it
contacts the node with the matadata of interest. Such node in turn relays the query
message to the corresponding source with the desired data. Similarly, LBDD [12]
uses a virtual line which has width w and is divided into groups of size g as the
rendezvous area. By adjusting w and g of the line, LBDD can perform well in event-
driven and query-based scenarios. HDDS [32] and QDD [22] introduce a Quadtree
hierarchial structure to perform data dissemination. Sources and sinks transmit their
data and query messages to the nearest dissemination node in charge of maintain-
ing data and answering queries, respectively. The main difference between HDDS
and QDD is that HDDS generates the Quadtree based on sink density and achieves
better load balancing. GHT [25] designs a geographic hash table to map the data
type into a specific geographic coordinate. A source forwards the sensed data to the
home node closest to the hashed coordinate and responsible for storing the data.
A mobile sink can easily retrieve the data from the home node according to the
GHT. By applying the GHT, Locator [28] proposes that the sensor nodes, located
at the specific locations determined by the hashing the sink IDs, are responsible
for caching sink locations. By doing so, sources can know the current locations of
query sinks, and thus could transmit interested data messages to the sinks at a low
cost.

2.2 Coordinate-free protocols

To save the energy of using coordinate systems as well as avoid the flooding cost,
DDB [20] and HCDD [19] take advantage of backbones for data dissemination. In
DDB, Lu and Valois propose to employ a localized self-organization scheme (LE-
GOS [21]) to form a virtual backbone and build a dynamic directed dissemination
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Fig. 1 Query forwarding in HCDD with a 2-level hierarchical cluster structure

tree on top of the backbone. Each sensor node is either a leader, a gateway, or a mem-
ber. A member is associated with only one leader and any two leaders communicate
with each other via a gateway. The backbone is composed of only leaders and gate-
ways. When a sink wants to inject a query message to the network, it transmits the
query message over the backbone. When all the leaders and gateways have received
the query message, a directed dissemination tree is built with respect to the query
message (the sink). When an event is sensed by some source, the source sends the
data message to its corresponding leader, which in turn forwards the message to the
query sink along the dissemination tree. The main drawback of DDB is that DDB
produces a large number of query transmissions and the tree structure results in a
single point of failure.

In HCDD, Lin et al. present a hierarchical cluster-based data dissemination
scheme to reduce the number of involved sensor nodes. HCDD organizes the sensor
nodes into a k-level hierarchical cluster structure as the data dissemination backbone.
A mobile sink registers its location to the corresponding highest level cluster head,
which in turn sends the location registration message to all the other highest level
cluster heads. Each node receiving the location registration message maintains the
ID of the sender for setting up a reverse path to the query sink, as shown in Fig. 1.
When a source has a data message for a query sink, the data message is delivered
along the reverse path to the sink. Although HCDD could save energy by using only
a small number of involved sensor nodes for dissemination, the hierarchical cluster
backbone causes redundant query transmissions to those cluster without data of in-
terest and longer data paths on the backbone. Table 1 summarizes the above data
dissemination protocols.
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Table 1 Comparison of existing data dissemination protocols

Protocols Coordinate
awareness

Virtual structure Per-source creation or
all sources sharing

Disseminated
information

TTDD Yes Grid Per-source Data

XYLS Yes Random line Per-source Data

Railroad Yes Rail All sources Metadata

LBDD Yes Line All sources Data

HDDS Yes Quadtree All sources Data

QDD Yes Quadtree All sources Data

GHT Yes Hashed coordinate All sources Data

Locator Yes Hashed coordinate All sources Sink location

DDB No Tree All sources Query

HCDD No Hierarchical cluster All sources Data

3 Hierarchical role-based data dissemination

In this section, we elaborate the proposed hierarchical role-based data dissemina-
tion (HRDD) protocol in wireless sensor networks with mobile sinks. HCDD is a
coordinate-free protocol, which aims to achieve high efficiency of data efficiency and
the long network lifetime. HRDD consists of three mechanisms: backbone construc-
tion, data dissemination, and backbone maintenance. In the backbone construction
mechanism, HRDD establishes a two-level hierarchical cluster structure as the data
dissemination backbone without requiring the location information of sensor nodes.
The two-level hierarchical cluster backbone is composed of high-level cluster heads
and low-level cluster heads. In addition, a subset of sensor nodes and cluster heads
are selected to act as indexing agents and gateway agents, respectively. The indexing
agents are utilized to forward the query messages from high-level cluster heads to
only the low-level cluster heads with data of interest, while the gateway agents are
used to avoid redundant query forwarding between adjacent high-level cluster heads.

Next, the data dissemination mechanism includes the event notification, query for-
warding, and data delivery processes on top of the constructed cluster backbone. The
event notification process enables the sources to diffuse the detected events to the re-
sponsible low-level cluster heads and the indexing agents for future queries. When a
sink intends to query the sensor network about the data of interest, the data forwarding
process directs the query message toward the low-level cluster heads with the desired
data over the cluster backbone. To accelerate data delivery and save data transmis-
sions, the data delivery process propagates the data message back to the query sink
along shorter data paths. Finally, since the cluster heads as well as the indexing and
gateway agents are heavily involved in data dissemination, they are prone to dissi-
pate their energy more quickly. In order to prolong the network lifetime, the adaptive
backbone maintenance mechanism is introduced to allow low-energy cluster heads
and agents to reduce their load by designating the sensor nodes with high residual
energy as the new cluster heads or agents. In what follows, we detail the three mech-
anisms.
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3.1 Backbone construction

3.1.1 Hierarchical cluster formation

Most of the data dissemination protocols require either the global position system
or some virtual coordinate system [11, 24, 31] to determine the locations of sensor
nodes and then create the rendezvous area for data dissemination. However, the use
of GPS devices or the construction of a virtual coordinate system greatly consumes
the energy of sensor nodes and thus are cost-ineffective for data dissemination. Thus,
we exploit a two-level hierarchical cluster structure as the backbone for data dissemi-
nation. Note that HRDD can be easily modified to adopt a k-level hierarchical cluster
structure. We determine to use a two-level hierarchical cluster backbone for two rea-
sons. One is that the experimental results of HCDD suggest that a small value of k

leads to better performance; the other is that using a two-level hierarchical cluster
structure is simple, and thus will be easily realized in practice. To construct the two-
level hierarchical cluster backbone, we employ the existing clustering algorithm in
the literature since we do not focus on clustering in this paper. Due to the benefits
of clustering, a number of clustering algorithms [1, 3, 5, 7, 23] have been proposed.
Considering that the Max–Min d-Cluster algorithm [3] is a distributed and low-cost
clustering algorithm achieving load balancing among cluster heads, we choose the
Max–Min d-Cluster algorithm for the creation of the two-level hierarchical cluster
backbone.

To build the two-level hierarchical cluster backbone, each sensor node initially
runs the Max–Min d-Cluster algorithm to determine itself as a cluster head or a clus-
ter member. A cluster member also realizes the corresponding cluster head and the
neighbor on the shortest path toward the cluster head. These cluster heads are referred
to as low-level cluster heads. Figure 2(a) shows an example of the clustering result
where nodes 1, 5, 11, 15, 19, 22, 25, 29, 33, and 36 become the low-level cluster
heads. Then these low-level cluster heads again execute the Max–Min d-Cluster al-
gorithm to elect the high-level cluster heads. As shown in Fig. 2(b), low-level cluster
heads 5, 22, 36 are elected as high-level cluster heads. The two-level hierarchical
cluster backbone is formed and consists of the low-level and high-level cluster heads.
Note a border cluster member is the cluster member that has adjacent neighbors be-
longing to different clusters and serves as the communication bridge between two
adjacent clusters. For instance, in cluster 19 of Fig. 2(a), cluster member 20 is a bor-
der cluster member and is able to help the communication between clusters 5 and
15 and cluster 19. Similarly, a border low-level cluster head is a low-level cluster
head that connects to other low-level cluster heads associated with different high-
level cluster heads and allow two adjacent high-level cluster heads to communicate
with each other. An example of the border low-level cluster head in Fig. 2(b) is the
low-level cluster head 33 between high-level clusters 36 and 5. In the cluster back-
bone, the low-level cluster heads are responsible for storing the data detected by the
sources, while the high-level cluster heads are in charge of forwarding queries from
and data to the sinks. The two-level hierarchical cluster backbone not only facilitates
data dissemination but also enables the mobile sinks to query the data of interest at a
low transmission cost.
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Fig. 2 An example of two-level hierarchical cluster backbone. (a) Low-level cluster structure. (b) High-
-level cluster structure

3.1.2 Agent selection

As aforementioned, the two-level hierarchical cluster backbone enables data dissem-
ination to be performed by only a small subset of sensor nodes. To further reduce the
number of query transmissions, we propose to designate a small number of sensor
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Table 2 An example of the
indexing agent candidate table Agent candidate Number of adjacent

clusters
Adjacent cluster IDs

7 2 11, 15

9 1 19

10 1 15

nodes as the indexing agents and gateway agents. An indexing agent of a high-level
cluster is a border cluster member of the high-level cluster and maintains the meta-
data information of the data stored at the associated low-level cluster heads. The
introduction of the indexing agents is to make the query messages only be forwarded
from a high-level cluster head to only the associated low-level cluster heads with the
desired data. On the other hand, a gateway agent of a high-level cluster is a border
low-level cluster head of the high-level cluster and keeps track of the routing infor-
mation toward the other high-level cluster heads. The gateway agents are used to
eliminate redundant query forwarding among neighboring high-level cluster heads.
For a high-level cluster, we propose an agent selection algorithm to determine the
indexing agents and gateway agents from its border cluster members and low-level
cluster heads, respectively.

Since the indexing agents and the gateway agents are determined based on
the same principle, we describe only the indexing agent selection mechanism
as follows. After the formation of the cluster backbone, each high-level cluster
head broadcasts an HCH_NOTIFY message with TTL = d to the cluster mem-
bers in its cluster. When receiving the HCH_NOTIFY message, a border clus-
ter member replies a BORDER_MEMBER_REPLY message containing its own
ID and the number of its adjacent clusters to the high-level cluster head. On re-
ceipt of a BORDER_MEMBER_REPLY message, the high-level cluster head up-
dates the indexing agent candidate table with a new entry. After collecting all
BORDER_MEMBER_REPLY messages, the high-level cluster head runs algorithm
AGENT_SELECTION to determine the indexing agents from agent candidates. The
idea of algorithm AGENT_SELECTION is to iteratively select the candidate with the
largest number of adjacent clusters as an indexing agent in order to minimize the
number of indexing agents. The fewer the indexing agents are, the smaller number of
query transmissions between a high-level cluster heads and its indexing agents is.

We take the high-level cluster head 5 in Fig. 2(b) as an example to illus-
trate the agent selection mechanism. First, high-level cluster head 5 broadcasts
an HCH_NOTIFY message with TTL = 1 to its cluster members. When bor-
der cluster member 7 receives the HCH_NOTIFY message, it replies a BOR-
DER_MEMBER_REPLY message with its ID 7 as well as the IDs of the cluster
heads of its adjacent clusters (i.e., 11 and 15). Similarly, border cluster members
9 and 10 send their BORDER_MEMBER_REPLY messages with the ID information
back to high-level cluster head 5. With the obtained BORDER_MEMBER_REPLY
messages, high-level cluster head 5 maintains an agent candidate table, as shown
in Table 2. With the agent candidate table, high-level cluster head 5 runs algorithm
AGENT_SELECTION to determine the indexing agents. First, high-level cluster head
5 selects the candidate 7 as an indexing agent since the candidate 7 has the largest
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Fig. 3 An example of indexing agent determination

number of adjacent clusters. Note that since the indexing agent 7 is responsible for
the adjacent cluster 15, the adjacent cluster 15 of agent candidate 10 is removed,
and thus the number of adjacent clusters of candidate 10 is decreased to 0. High-
level cluster head 5 proceeds to assign agent candidate 9 as an indexing agent due
to the larger number of its adjacent clusters. Since all low-level clusters associated
with high-level cluster head 5 have been taken on, algorithm AGENT_SELECTION
terminates and the indexing agents are nodes 7 and 9, as depicted in Fig. 3. With
algorithm AGENT_SELECTION, a high-level cluster head is able to employ fewer
indexing agents for the associated low-level clusters, thereby reducing the number of
query messages sent from a high-level cluster head to the associated low-level cluster
heads.

3.2 Data dissemination

To diffuse sensed data from sources to mobile sinks over the two-level hierarchical
cluster backbone, we present the event notification, query forwarding, and data de-
livery processes. These processes aim to achieve high query efficiency by reducing
the numbers of query and data transmissions. With these processes, a mobile sink
can retrieve the data of interest more quickly while conserving the energy of sensor
nodes.

3.2.1 Event notification

Here, we start to introduce the event notification process with the two-level hierarchi-
cal cluster backbone. When a sensor node detects an event of interest, the sensor node
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Fig. 4 Low-level cluster head caches the detected event and indexing agent stores the metadata

reports the event to the corresponding low-level cluster head. The low-level cluster
head stores the event report and will be responsible for answering the future queries
interested in the event. Then the low-level cluster head generates the metadata of
the event and delivers the metadata message to the corresponding indexing agent as-
signed by its high-level cluster head. The corresponding indexing agent maintains the
metadata together with the ID of the responsible low-level cluster head. For example,
Fig. 4 depicts that low-level cluster head 29 stores the data sensed by node 32 and
indexing agent 37 maintains the corresponding metadata. The maintained metadata
enables the indexing agent to forward the query message, received from the high-
level cluster head, to only the low-level cluster head with the desired data, thereby
mitigate unnecessary query forwarding.

3.2.2 Query forwarding

When a mobile sink intends to issue a query about the data of interest, the mobile sink
sends the query message to the nearest sensor node acting as a proxy for the sink. On
receiving the query message, the sensor node forwards the query message to its low-
level cluster head. The low-level cluster head in turn forwards the query message to
the corresponding high-level cluster head. Additionally, if the low-level cluster head
has the desired data for the sink, the low-level cluster head replies the data message
to the sink. When the high-level cluster head receives the query message, it executes
the two operations below. Note these two operations are also executed by all other
high-level cluster heads.

1. Operation 1. The high-level cluster head forwards the query message to the in-
dexing agents to find whether the associated low-level cluster heads has the data
of interest. Thanks to algorithm AGENT_SELECTION and the metadata at the in-
dexing agents, the number of query transmissions between the high-level cluster
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Fig. 5 An example of query forwarding

head and the indexing agents is minimized and the query transmissions only occur
when the associated low-level cluster heads have the interested data.

2. Operation 2. The high-level cluster head forwards the query message to the ad-
jacent high-level cluster heads via the gateway agents. When a gateway agent re-
ceives the query message, it relays the message to the associated high-level cluster
heads to reach those low-level cluster heads with the desired data in other high-
level clusters.

This process continues until all high-level cluster heads have processed the query
message. Note that each sensor node participating in the query forwarding process
stores the ID of the node from which it receives the query message to set up the
reverse data path. An example of the query forwarding process is given in Fig. 5.
From Fig. 5, it can be seen that high-level cluster head 5 does not incur any redundant
query transmission to adjacent high-level cluster heads 22 and 36 due to the help of
gateway agent 11. Besides, thanks to the indexing agents, only low-level cluster head
29 receives the query message since it is the only low-level cluster head with the
interested data. Figure 5 clearly demonstrates that HRDD effectively enhances the
query efficiency.

3.2.3 Data delivery

To accelerate data delivery as well as reduce the number of data transmissions, we
design an efficient data delivery process to provide shorter data delivery paths. To
achieve our goal, the sink location as well as the ID of the corresponding gateway
agents are attached to the query message. Based on such information, when a low-
level cluster head with the desired data receives the query message, the data message
may be able to be sent to the gateway agent directly instead of being transmitted along
the reverse path. Similarly, an indexing agent obtaining the data message from the



Hierarchical role-based data dissemination in wireless sensor networks 47

Fig. 6 Data delivery process. (a) Low-level cluster head knows the gateway agent. (b) Indexing agent
knows the gateway agent. (c) Low-level cluster head reply along the reverse path

low-level cluster head may be able to relay the data message to that gateway agent
directly. In such cases, since the data message reaches that gateway agent without
being forwarded to the corresponding high-level cluster head, the data delivery paths
are shorter and thus the data delivery time and the number of data transmissions are
reduced. The data delivery process is composed of three cases and is detailed below.

• Case 1: When the low-level cluster head with the data of interest receives the query
message forwarded by the indexing agent, it checks the ID of the gateway agent
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Fig. 6 (Continued)

contained in the query message. If the gateway agent is its neighboring low-level
cluster head, the low-level cluster head sends the data message to the gateway agent
directly without forwarding to its high-level cluster head. As shown in Fig. 6(a),
low-level cluster head 29 can communicate with gateway agent 11 with border
cluster head 30. Thus, the number of data transmissions can be reduced from 7
(reverse path 29-31-37-36-33-35-13-11) to 3 (path 29-30-14-11).

• Case 2: When receiving the data message from the low-level cluster head, the in-
dexing agent examines whether the ID of the gateway agent of the query message is
identical to one of its responsible low-level cluster heads. If so, the indexing agent
directly forwards the data message to the gateway agent without transmitting to
the high-level cluster head. For example, in Fig. 6(b), since indexing agent 24 and
gateway agent 11 can exchange messages via border cluster member 23, indexing
agent 24 sends the data message directly to gateway agent 11 without high-level
cluster head 22 being involved, saving one data transmission.

• Case 3: If no shorter path in the above two cases is available, the data message is
delivered to the query sink along the reverse path, as shown in Fig. 6(c).

Note that we employ the well-known progressive-footprint-chaining strategy [27] to
guarantee data delivery when query sinks continue the movement.

3.3 Backbone maintenance

In HRDD, the low-level and high-level cluster heads as well as the indexing and
gateway agents are prone to dissipate their energy more quickly due to heavy loads
on these nodes. As such, we propose an adaptive backbone maintenance mechanism
for low-energy cluster heads and agents to extend the network lifetime. The idea of
the backbone maintenance mechanism is that the low-energy cluster heads and agents
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will delegate the sensor nodes with high residual energy to serve as the new cluster
heads and agents. In other words, the load on low-energy cluster heads or agents will
be transferred to those sensor nodes having higher residual energy. According to the
different roles, the backbone maintenance mechanism consists of three cases, which
are described in detail below.

1. Low-level cluster head. When a low-level cluster head is aware of its current en-
ergy lower than the predefined threshold, it sends an ENERGY_INQUIRY mes-
sage to its cluster members. On receiving the ENERGY_INQUIRY message, the
cluster member replies its remaining energy to the cluster head. After collecting
the energy information of all cluster members, the low-level cluster head selects
the cluster member with the highest residual energy as the new cluster head. Fi-
nally, the low-energy cluster head sends a NEW_LCH_NOTIFY message to notify
its cluster members, neighboring low-level cluster heads, and the corresponding
high-level cluster head and indexing agent of the new low-level clusters.

2. Indexing/Gateway agent. If an indexing agent or a gateway agent has the residual
energy below the predefined threshold, it sends an AGENT_CHANGE_REQUEST
message to the corresponding high-level cluster head. When receiving the
AGENT_CHANGE_REQUEST message, the high-level cluster head will look up
the agent candidate table to find an available agent candidate to replace the low-
energy agent. The high-level cluster head in turn issues a NEW_AGENT_NOTIFY
message to request the selected agent candidate to become the new agent and
to inform the associated low-level cluster heads. However, in case of the ab-
sence of available agent candidates, the high-level cluster head will transmit an
AGENT_CONT message to request the low-energy agent to continue to serve as
an agent.

3. High-level cluster head. When a high-level cluster head realizes its current en-
ergy lower than the predefined threshold or has received the AGENT_CHANGE_
REQUEST messages from at least half of the indexing agents, the low-energy
high-level cluster head starts the high-level cluster head changing procedure. First,
the low-energy high-level cluster head issues an ENERGY_INQUIRY message to
the associated low-level cluster heads. After the high-level cluster head has re-
ceived the energy information from all the low-level cluster heads, it selects the
low-level cluster head with the highest remaining energy as the new high-level
cluster head. The high-level cluster head proceeds to sends a NEW_HCH_NOTIFY
message to notify the selected new low-level cluster head, the associated low-level
cluster heads and the neighboring high-level cluster heads of the new high-level
cluster head. At last, the new high-level cluster head executes the agent selection
mechanisms (Sect. 3.1.2) to determine the new indexing and gateway agents.

4 Performance evaluation

In this section, we evaluated the performance of HRDD and compared HRDD with
HCDD [19]. All the experiments were conducted using the ns-2 simulator. The sinks
and sensor nodes were deployed in a 2000 m × 2000 m sensor field. The default
numbers of sinks and sensor nodes were set to 3 and 100, respectively. The maximum
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Table 3 Default simulation
parameters Parameter Value

Sensor field 2000 m × 2000 m

Number of sinks 3

Number of nodes 100

Query interval 50 s

Transmission range 100 m

Initial energy 2 J

Query message size 48 bytes

Data message size 48 bytes

number of hops d between a sensor node and its corresponding cluster head was fixed
at 2. We employed the random waypoint model as the sink mobility model. The two-
ray ground model was the radio propagation model. The transmission range of each
sensor node was 250 m. For measuring the energy consumption, we adopted the first-
order radio model that was proposed in [14] and widely used in the literature. In this
model, the energy spent by a sensor node to transmit a message of s bits over the
distance d was s · (Eelec + Eamp · dq) J where Eelec = 50 nJ/bit was the energy spent
by transmitter electronics for one-bit data, Eamp = 0.0013 pJ/bit/m4 was the energy
spent by transmitting amplifier for one-bit data, and q = 4 was the propagation loss
exponent. To receive a message of s bits, a receiver consumes s ·α J. Both the sizes of
a query message and a data message were set to 48 bytes [35]. The initial energy was
2 J for all sensor nodes. The default interval of query generation for each sink was
set to 50 s. The event frequency of sensor nodes was 10 % (i.e., 10 % of sensor nodes
report events per minute). Table 3 summarizes the default parameters used during
simulation.

The performance metrics are listed below.

• Network lifetime: the time until the first sensor node runs out of energy.
• Average Delay: the average time between the moment a source transmits a data

message and the moment a sink receives the data message over all the source-sink
pairs.

• Success Ratio: the ratio of the number of data messages successfully received at a
sink to the total number of data messages generated by a source, averaged over all
source-sink pairs.

4.1 Effect of the number of sensor nodes

In this experiment, we evaluate the scalability of HRDD and HCDD by varying the
number of sensor nodes. The number of sensor nodes increases from 50 to 250 in
increments of 50. Figure 7(a) shows that the network lifetime of both HRDD and
HCDD decreases as the number of sensor nodes increases. The reason is two-fold.
First, the increase in the number of sensor nodes leads to more data messages since
the number of sources becomes larger in the setting of 10 % event frequency. Second,
more sensor nodes result in more high-level cluster heads, and thus cause more query
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Fig. 7 Effect of the number of sensor nodes. (a) Network lifetime. (b) Average delay. (c) Success ratio

transmissions. Such larger numbers of data and query messages cause sensor nodes to
consume more energy, thereby reducing the network lifetime. From Fig. 7(a), we also
can see that HRDD extends the network lifetime by 68 % to 111 % compared with
HCDD because (1) the proposed indexing and gateway agents and the data delivery
process are effective in reducing the numbers of query messages and data messages,
respectively, and (2) the adaptive backbone maintenance mechanism effectively ex-
tends the lifetime of low-energy cluster heads and agents by shifting their load to the
sensor nodes having high remaining energy.

Next, Fig. 7(b) depicts that the larger number of sensor nodes gives rise to the
longer average delay. It is because that the more high-level cluster heads resulted from
the increase in the number of sensor nodes lead to longer query and data forwarding
paths. Due to the shorter data paths of HRDD, HRDD reduces the average delay of
HCDD by 19 % to 33 %, as shown in Fig. 7(b). It is worthwhile to mention that
the improvement of HRDD over HCDD in average delay becomes more substantial
with the number of sensor nodes increasing since more sensor nodes are beneficial
for the proposed query forwarding and data delivery processes. Finally, for success
ratio, we can observe from Fig. 7(c) that both HRDD and HCDD have high success
ratios and the success ratio stays nearly constant regardless of the number of sensor
nodes. Such result mainly benefits from the effectiveness of the two-level hierarchical
cluster backbone.
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Fig. 8 Effect of the number of mobile sinks. (a) Network lifetime. (b) Average delay. (c) Success ratio

4.2 Effect of the number of mobile sinks

In this experiment, we study the effect of the number of mobile sinks on HRDD and
HCDD with the number of mobile sinks ranging from 2 to 6. Figure 8(a) demon-
strates that both HRDD and HCDD suffer from shorter network lifetime with the
number of mobile sinks increasing, agreeing with the intuition that the more query
messages arising from the increase in the number of sinks result in more energy con-
sumption of sensor nodes. Besides, we find from Fig. 8(a) that the performance gain
of HRDD over HCDD in terms of network lifetime is at least above 50 % regardless
of the number of mobile sinks, indicating the effectiveness of the proposed data dis-
semination and backbone maintenance mechanisms. In terms of average delay and
success ratio, the impact of the number of mobile sinks on both HRDD and HCDD
is almost negligible thanks to the effectiveness of the hierarchical cluster backbone,
as illustrated in Figs. 8(b) and 8(c), respectively. Because of the shorter data delivery
paths of HRDD, HRDD achieves 30 % less average delay in comparison with HCDD,
as shown in Fig. 8(b).

4.3 Effect of sink speed

In this experiment, we explore the effect of sink speed on the performance of HRDD
and HCDD by increasing the sink speed from 4 m/s to 10 m/s. From Fig. 9(a), we can



Hierarchical role-based data dissemination in wireless sensor networks 53

Fig. 9 Effect of sink speed. (a) Network lifetime. (b) Average delay. (c) Success ratio

see that the network lifetime of both HRDD and HCDD becomes shorter as the sink
speed increases. Two reasons account for this result. One is that the higher speed of
the sinks causes the sinks to move to different clusters at a higher probability and thus
have to issues new query messages. The other is that the data delivery paths are longer
in order to reach the moving sinks. The longer data delivery paths are also the main
reason of longer average delays of HRDD and HCDD, as depicted in Fig. 9(b). Due to
the advantages of the proposed data delivery process, HDRR constantly outperforms
HCDD at all sink speeds. Figure 9(c) shows that the success ratios of HRDD and
HCDD drop from 86 % to 68 % and from 87 % to 73 %, respectively. This is because
the higher moving speed of the sinks leads to longer data paths and thus increases
the probability of message loss. Besides, it is found from Fig. 9 that HRDD is more
resilient to the increase in sink speed than HCDD in terms of success ratio, resulting
from the shorter data delivery paths of HRDD.

4.4 Effect of event frequency

We investigate the effect of event frequency for both HRDD and HCDD in this ex-
periment. We vary the event frequency from 5 % to 25 %. As expected, Fig. 10(a)
shows that the network lifetime of both HRDD and HCDD decreases with the event
frequency increasing. The performance gain of HRDD over HCDD rises from 21 %
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Fig. 10 Effect of event frequency. (a) Network lifetime. (b) Average delay. (c) Success ratio

to 135 % with the increase in event frequency since the shorter data delivery paths of
HRDD is more effective in reducing the number of data message transmissions. From
Fig. 10(b), we observe that the higher event frequency results in longer average delay
for both HRDD and HCDD due to the fact that the larger number of data transmis-
sions increases the queueing time as well as channel contention. Finally, the success
ratios of both HRDD and HCDD drop in the presence of higher event frequency, as
shown in Fig. 10(c). This is because the higher event frequency causes more data
transmissions, and thus leads to more message losses.

5 Conclusion

In this paper, we proposed a hierarchical role-based data dissemination (HRDD)
protocol in wireless sensor networks with mobile sinks. In view of the drawbacks
of previous protocols (i.e., the high cost of using coordinates for coordinate-aware
protocols and low query efficiency, longer data paths, and the hot spot problem
of coordinate-free protocols), HRDD is a coordinate-free protocol employing three
mechanisms: backbone construction, data dissemination, and backbone maintenance.
The backbone construction mechanism selects a small number of sensor nodes to act
as high-level and low-level cluster heads to form the data dissemination backbone.
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Besides, to further decrease the number of query transmissions, indexing and gate-
way agents are introduced to enable the query messages to be forwarded from a high-
level cluster head to only those low-level cluster heads with the desired data and to
adjacent high-level cluster heads, respectively. Leveraging the two-level hierarchical
cluster backbone, the data delivery mechanism provides shorter data delivery paths to
speed up data delivery as well as reduce the number of data transmissions. To extend
the network lifetime by alleviating the hotspot problem, an adaptive backbone main-
tenance mechanism is proposed to transfer the load of low-energy cluster heads and
agents to those sensor nodes with high residual energy. The extensive experimental
results show that HRDD significant outperforms HCDD in terms of network lifetime
and average delay.
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