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Fig. 3 indicates that the computational cost of iterative GBF is
significantly lower than those of greedy bit filling [3] and the algorithm
in [2], particularly in cases of larger N and smaller b. For instance,
when N = 512 and b = 6 is the case, R, varies from 88% to 98%
along with 7, whereas the value of R, is almost steadily 88%. For
given values of N and b, Ry steadily increases along with 77, whereas
R, slightly decreases. These observations reveal the appealing merits
of iterative GBF in comparison with earlier algorithms of O(N?)
complexity.

Fig. 4 presents the improvement of iterative GBF compared with
EBF in [1]. As can be seen, for each given pair of N and b, the
corresponding curve of Rz has a sawtooth shape. It is due to the
fact that the number of comparisons saved by iterative GBF, i.e.,
d(N — 1), is proportional to d, which periodically varies from 0
to b— 1 along with 7. Numerically, the improvement of iterative
GBF can be significant when d is close to b— 1. For instance, Rs
can be up to 11% and 9% for scenarios of N = 128 and N = 512,
respectively, when b = 10 is the case. It can be also observed that
the improvement of iterative GBF is comparatively more significant
in scenarios of smaller N and larger b. These observations confirm
that the computational cost of iterative GBF is lower than that
of EBE.

Obviously, the same conclusions can be drawn for iterative GBR
in comparison with greedy bit removal [5], the algorithm in [2], and
EBRin [1].

VI. CONCLUDING REMARKS

We have proposed r-GBF and r-GBR schemes for QAM-modulated
OFDM systems, based on which a couple of iterative group-by-group
bit-loading algorithms, i.e., iterative GBF and iterative GBR, are
presented. In comparison with the original EBF and EBR in [1], the
newly presented algorithms get rid of the dependence on conventional
greedy algorithms thoroughly and converge to the optimal BAP with
lower computational costs.
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Optimal Linear Channel Prediction for LTE-A Uplink
Under Channel Estimation Errors

Jwo-Yuh Wu and Wen-Ming Lee

Abstract—This paper proposes an optimal design of the linear channel
prediction scheme for LTE-A uplink transmission, taking into account
the effect of channel estimation errors. The optimization criterion is to
minimize mean square prediction errors, averaged over the distributions
of true channel coefficients and estimation errors. We derive a closed-form
solution of the optimal channel predictor and provide exact analysis for
the achievable mean square error (MSE). The performance gain, in terms
of the amount of reduction in MSE, as compared with the conventional
channel predictor, is also analytically characterized. Simulation results
are used to validate our MSE analyses and to confirm the performance
advantage of the proposed solution.

Index Terms—Channel estimation, channel prediction, Long-Term
Evolution/Long-Term Evolution Advanced (LTE/LTE-A), training over-
head reduction.

I. INTRODUCTION

Low energy consumption has been a critical demand for the de-
sign of next-generation wireless communications [1], [2]. This thus
spurs the development of new energy-efficient green communication
techniques from various aspects, e.g., efficient signal processing al-
gorithms at the physical (PHY) layer, intelligent network resource
management for improved medium access control, and cognitive ca-
pability for better adaptation to the environments, to name just a few.
From a PHY-layer perspective, typical approaches toward improved
energy efficiency include, e.g., low-complexity algorithm implementa-
tion and reduced overheads for various signaling protocols [2]. While
the former has been a widely considered design target in the study
and design of PHY-layer signal processing techniques, the latter has
received relatively little attention.

Reliable acquisition of channel state information (CSI) at the re-
ceiver is key to realizing various performance gains in modern wireless
communications. The development of low-overhead CSI acquisition
techniques is thus of great importance. In this paper, we consider
the Long-Term Evolution Advanced (LTE-A) uplink, in which single-
carrier frequency-domain multiple-access (SC-FDMA) modulation
[3], [4] is employed. To reduce the training overhead for CSI acqui-
sition, we propose to adopt the linear channel prediction technique at
the base station (BS). The proposed approach is built on the fact that
consecutive samples of real-world wireless channels are correlated in
the time domain. Hence, as long as the BS has acquired a set of channel
estimates during the past few training phases, it is then plausible to
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exploit the channel temporal correlation to predict the latest CSI via
certain channel prediction schemes. In this way, mobile users no longer
need to frequently send training signals to the BS, and thus, the training
overhead can be reduced. The main contributions of this paper can be
summarized as follows.

1) Assume that during the past K training phases the channels are
estimated at the BS based on the linear minimum mean-square-
error (LMMSE) criterion [5]. Associated with each user, we
propose to adopt a bank of K -tap linear finite-impulse response
filters (one for each channel path) to linearly combine K channel
estimates for future CSI prediction. The design criterion of the
predictor coefficients is the minimization of the MSE between
the predicted and the true channels, whereby the expectation
is taken with respect to the statistics of both the true channels
and estimation errors. We derive a closed-form solution of the
proposed channel predictor. In addition, the achievable MSE of
the proposed solution is also analytically derived.

2) In case channel estimation is perfect, the proposed channel
predictor then reduces to the conventional solution widely seen
in the literature, e.g., [6]. We also derive for this solution the
formula of the achievable MSE under channel estimation errors.
With the aid of this result, it is analytically shown that, compared
with this conventional solution, the proposed channel predictor
does yield a smaller MSE; in particular, the amount of reduction
in MSE is analytically characterized. The computational com-
plexity of the proposed robust channel prediction scheme and
the conventional solution is also provided.

3) The proposed channel prediction technique can be utilized in
conjunction with training-based channel estimation to develop
a two-phase CSI acquisition protocol for training overhead re-
duction. The training overhead reduction that is achieved by the
proposed two-phase protocol is characterized. Simulation results
are used to illustrate the resultant MSE and bit-error-rate (BER)
performances.

We would like to remark that linear channel prediction has been
considered for improving CSI quality in wireless communications,
e.g., [7]-[16], to list just a few. Most of the existing works relied
on the idealized assumption that channel estimation is perfect. To
the best of the authors’ knowledge, our paper provides an original
study of algorithm development and exact performance analyses for
LMMSE channel prediction in LTE-A uplink under channel estimation
errors. The rest of this paper is organized as follows. Section II is
the preliminary. Section III shows the main results of this paper,
including the development of the proposed channel prediction algo-
rithm, characterization of the resulting MSE performance, complexity
analysis, and a discussion on the issue of training overhead reduction.
Section IV contains the simulation results. Finally, Section V is the
conclusion.

II. PRELIMINARY

A. System Model During the Training Phase

We consider the discrete-time baseband model for SC-FDMA trans-
mission over an L-path frequency-selective fading channel [3], [4].
The communication environment is assumed to be quasi-static fading,
in which the channel gains remain constant during one resource block
and can independently vary from block to block. Let p[k] € CM be
the frequency-domain training symbol at the kth resource block; p[k]
is mapped onto consecutive M out of a total number of N subcarriers
to obtain

p[k] = Ap[K] 2.1
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where, for0 < u < N — M(N > M)

ONX]\/I
I, c CNxM
O(N—M—pyxM

A= (2.2)

is the subcarrier mapping matrix, in which 0,,, and I,,; denote,

respectively, the zero matrix of size m x n and the M x M identity

matrix.! Before transmission, p[k] is first postmultiplied by the N x

N inverse fast Fourier transform matrix FE € CV*N to get

x[k] = Fyp[k] (2.3)

which is then appended with a cyclic prefix (CP) of length no less than
L — 1 to combat ISI. Let

A

h(k] = [ho(k) hi(k) hp_1(k)]" eCt (24

be the channel impulse response vector during the kth resource block;

the corresponding channel frequency responses are thus

A T

glk] = Fy [h[k]" O1cv_p)] €CV. 2.5)

At the receiver side, with CP removal, /V-point fast Fourier transform

(FFT) processing, and subcarrier demapping, the frequency-domain

training data read

y[k] £ G[K]p[K] + wlk] 2.6)

where

G[k] £ diag {ATg[k]} € CM*M @.7)
is a diagonal matrix with the M selected channel frequency responses
on the main diagonal, and w[k] ~ CN(0,021,s), the complex
Gaussian distribution with zero mean and covariance o2 Iy. To fa-
cilitate channel estimation, let us rewrite (2.6) into

y[k] = P[k] - (A" g[k]) + w(k] (2.8)

where

P[k] = diag {p[k]} € CM*M (2.9)
is a diagonal pilot signal matrix. By invoking the definition of g[k] in
(2.5), it is straightforward to obtain the following equivalent represen-
tation of the training system (2.8):
y[k] = P[k]Fyh[k] + w]k] (2.10)

in which F € CM*L is obtained from F by retaining the first L
columns and M rows corresponding to the M selected subcarriers.
The following assumptions are made throughout this paper.

Assumption 1: For each fixed k, channel gains h;(k)’s are inde-
pendent and identically distributed such that h;(k) ~ CN(0,07 ),
0<i<L-1

Assumption 2: For each fixed ¢, the temporal variation of the
channel gains follows Jake’s model [17]; thus, the temporal correla-
tion function is given as E{h;(k)h;(m)} = o}, ;Jo(27 fa(k —m)),
where Jo(+) is the zero-order Bessel function, and f; is the Doppler
frequency in hertz.

! Application of the proposed approach to the case of distributed subcarrier
mapping is straightforward.
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B. Time-Domain LMMSE Channel Estimation

Based on (2.10), we consider the LMMSE estimation of the time-
domain impulse response vector h[k]. By following the standard
procedures, e.g., [5] and [18], the resultant channel estimate can be
obtained as

~

hlk] = [Eo(k) 7 (k) EH(k)} :

=0,% [Ry' + 0, FNFY] T FEPK 'y k] 21D

where

2
Uh,LA] } .

We assume that the receiver has acquired a sequence of K channel
estimates E[IL . .71A1[K | according to (2.11) during K consecutive
training-based resource blocks, based on which channel prediction is
then employed to predict the future CSI, which is denoted hereafter

AL
Ry, = diag { [0}, o7, (2.12)

by Hp [K + n], for n > 1. This paper proposes a new linear channel
prediction scheme, which takes into account the channel estimation
errors, and studies the achievable MSE performance of the proposed
solution. Based on the developed channel prediction technique, we
further propose a channel acquisition scheme with reduced training
overhead.

III. PROPOSED CHANNEL PREDICTION SCHEME

This section introduces the proposed optimal channel predic-
tion scheme. Section III-A derives the optimal channel predictor.
Section III-B shows the achievable MSE performance. Complexity
analysis in terms of flop count evaluation is given in Section III-C.
Training overhead reduction achieved by the proposed channel predic-
tion scheme is then discussed in Section III-D.

A. Algorithm Development

We assume that the receiver has acquired a sequence of K chan-
nel estimates ﬁ[lL e ,ﬁ[K} according to (2.11) during K consec-
utive training resource blocks. Based on the estimated channels,
channel prediction is employed to predict the future CSI /};7) [K +
TL] = [hO,'P(K + n)hl"p(K + Tl) te hL*l,’P(K + TL)}T, for n > 1.
For analytic simplicity, prediction is done on a tap-by-tap basis. Thus,
associated with the ¢th path, 0 <7 < L — 1, we consider a linear
channel predictor of the form

K
hip(K+n)=> allhi(K+1-k), n>1 @31

k=1
where a(")’s are the predictor coefficients to be determined. The

()’

design of a; ,’’s is done via minimizing the MSE, i.e.,

MSE;[n] £ E { hip(K +n) — hi(K +n)

2
} (3.2)

in which the expectation is taken with respect to the considered
channel and noise statistics. By following the orthogonal principle [6],
[18], the optimal solution can be obtained by solving the following
equation, for 1 < j < K:

E{[ (K 4n)— Z al"hi( K+1—k)]ﬁj(K+l—j)}—O

(3.3)
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which can be rearranged as
K
Za§§>E{hi(K+ 1 - k)hi(K +1 —j)}
k=1
- E{m(KJrn)ﬁ;(KJr 1 —j)}, 1<j<K. (4

Equation (3.4) defines a set of K linear equations with aﬁg, 1<k<
K, as unknowns. Based on (3.4) and by invoking the éssumptions
about the channel and noise statistics, the optimal predictor coefficients
are derived in the following theorem.

Theorem 3.1: Define

7[0] r[1] r[K —1]
(1] rlo] - r[K 2]
R— : : . : (3.5)
rlK —1] r[K -2 r[0]
) = [rln] rln+1] rK+n—1]" (6

where r[k —m| =
alm & g .

J0(27r fa(k —m)). The optimal channel predictor
—(n) ]

[a;7 a; € C¥ is given by
a™ = R (3.7)
in which
Riéﬁi'R‘i‘%"IK (3.3)
with
@, 207 x el FUFy (2R +FEFN) e, (39)
B; éeiT (Uij;l + FﬁFN)il f%FNRh
x FAFy (2R + FUFy) e (3.10)
v 2o2el (2R + FREy) Y
xFy (2R + FEFN) e G.11)
Proof: See Appendix A. |
It is noted that, with perfect channel estimation, viz., o2, = 0, it is

easy to check that a; =
z(n)

Bi = orh’Z and v; = 0; as a result, the optimal

predictor a;  in (3.7) is reduced to the well-known solution [6]
T
a"=laln aln - aﬁjﬁ] SR (3.12)

Moreover, while the proposed channel predictor (3.7) is different
across the channel paths, it can be seen from (3.12) that a(")
identical, irrespective of the paths.

B. MSE Analysis

To further validate the performance advantage of the proposed error-
resistant predictor (3.7) as compared with (3.12), we will compare
the achievable MSE of the two prediction schemes, which are defined

respectively as
| }

MSE[n Z E {
(3.13)

Z a3 hi (K + 1 k) — hy(K +n)
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L—1 K 2
MSE[n] £ ZE{ > @l hi(K + 1 k) = hi(K +n) }
=0 k=1
(3.14)

The following theorem provides analytic expressions for the two MSE
formulas in (3.13) and (3.14). o

Theorem 3.2: Let MSE[n] and MSE[n], which are defined in (3.13)
and (3.14), respectively, be the MSEs achieved by channel predictors
(3.7) and (3.12). Under the assumptions that Zle op,=1 and
r[0] = 1, we have

L—1
MSE[n] =1 a7 [rﬁ?T (/3Z-R+%-IK)‘11~<,?)} (3.15)

=0

MSE[n] =MSE[n] + & R

2
]_az) R, 4+ &
. l( Bi - Bi

where R;, o, B;, Vi, and ég") are defined in (3.8)—(3.12), respectively.
Proof: See Appendix B. |
From (3.16), it is easy to verify that MSE[n] > MSE[n]. Thus,
the proposed solution, which takes into account the effect of channel
estimation errors, does yield improved channel prediction accuracy;
this will be further confirmed via numerical simulation in Section IV.

2
. IK] a™ (3.16)

C. Algorithmic Complexity

We go on to compare the computational complexity (measured by
the number of flop counts of real addition and multiplication) of the
proposed robust channel prediction scheme (3.7) and the conventional
solution (3.12). First of all, the computations involved, as well as the
required flop cost, for obtaining (3.7) are detailed as follows.

1) Foreachi =1,..., L, compute ; in (3.9), 3; in (3.10), and ~;

in(3.11),i=1,..., L.

a) To obtain a;, computation of (02 R;,* + FRFy) 'e;] can
be done via LU decomposition together with backward and
forward substitutions [19]; this requires 4[(L(L—1)(L+1)/
3)+L?] multiplications and (L(L—1)(4L+1)/3)+4L?—
2L additions. Computation of the matrix-vector product o7, , -
[eTFHFN] - [(02R, ! + FEFy) le;] requires 4L 4 4
multiplications and 4L additions.

b) To obtain j3;, computation of Ry, EEy [(02 Ry, "+ FEy ) !
e;] requires 4L2 + 4L multiplications and 4L? additions.
To obtain [eZT (O'ﬁ)Rl:l + FﬁFN)_IF%FN] X [RhFﬁﬁN
(02 R, +FHEFy) e, it requires 4L multiplications and
4L — 2 additions.

¢) To obtain ~;, it only requires 4L + 4 multiplications and 4L
additions, since FF v (02 Ry, +FEF v ) e, and (02 Ry +
FXF )~ 'e; have been available.

2) Once «;, f;, and ~; are obtained, the predictor coefficients

55"), i=1,...,L, n>1, can be computed by using the

Levinson—Durbin algorithm [6], which can exploit the Toeplitz
structure of the system matrix for complexity reduction. Based
on [19, pp. 194-196], a total number of (2n — 1) K2 multiplica-
tions and (2n — 1) K additions are needed.

3) Once 55") is available, the computation of the predicted channel
taps [using (3.1)] calls for 4K multiplications and 4K — 2
additions.

To summarize the given results, the total flop counts required
for obtaining the proposed scheme (3.7) are listed in Table 1. By
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TABLE 1
FLOP COUNT COMPARISON FOR THE PROPOSED ROBUST CHANNEL
PREDICTION SCHEME (3.7) AND THE NONROBUST SOLUTION (3.12)
(n: THE LENGTH OF THE TRAINING PHASE, L: THE NUMBER OF
CHANNEL PATHS, K: PREDICTOR ORDER, M: THE NUMBER
OF OCCUPIED SUBCARRIERS)

Number of flop counts (counting both addition and
multiplication)
Proposed multiplications :
Robust lKQ +4K+W+SLQ +16L+8}
channel L+ (n—1)2K* +4K)L
predictor .
additions:
3.7 — :
G-n K2+4K+M+8L2+10L74}
L+(n— 1)(21{2 FAK — 2)L
Non-robust | multiplications : K2 +4KL + (n —1)(2K> + 4KL)
channel additions:
predictor K? + (4K =2)- L+ (n—1)(2K* + (4K —2)L)
(3.12)
. Flop Counts ve Mumber of Predcted Slots
10 T T T T T T T T
—— robust channel prediction scheme
—&— non-robust channel prediction scheme
~§ 104";___‘9#_ N " A a A
O
=z
[V
T
=
§ 10° 1
102 1 | 1 I 1 1 1 1
1 2 3 4 5 6 7 g 9 10
MNumber of Predcted Slots
Fig. 1. Comparison of algorithmic complexity of the proposed robust channel

predictor (3.7) with the conventional solution (3.12) with respect to different
lengths of the channel prediction phase. The system parameters are set to be
K =3and L =6.

following similar analyses, the total flop counts needed for computing
the conventional solution (3.12) are also given in the table. Fig. 1
plots the flop costs of the two channel prediction schemes (3.7) and
(3.12) with respect to different lengths of the channel prediction
phase (n); the system parameters are set to be L = 6 and K = 3.
(The same setting is also used in the simulation section.) The figure
shows that the algorithmic complexity of the proposed robust predictor
(3.7) is higher; this is mainly due to the additional matrix inversion
operations needed in computing coefficients «; and ;. Nevertheless,
as will be seen in the following section, our robust scheme (3.7) can
largely improve the MSE and BER performances as compared with the
conventional solution (3.12).
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Training Based
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Scheme H ) \ 3 | ‘ } |

Proposed Hybrid
Scheme

Estimated CSI

Fig. 2.
n=2).

D. Two-Phase CSI Acquisition Scheme for Training
Overhead Reduction

The proposed robust channel prediction technique can be utilized
for developing a reduced-overhead CSI acquisition scheme. Toward
this end, we propose a two-phase CSI acquisition protocol, as shown
in Fig. 2(b). The training phase consists of K consecutive training-
based resource blocks, during each LMMSE channel estimation [5]
is conducted. Once the K channel estimates in the training phase are
available, a bank of K -tap channel predictors (one for each path) is em-
ployed in the prediction phase to predict the CSI for the next n consec-
utive resource blocks. Notably, since no training symbols are inserted
in the resource blocks during the prediction phase, the training over-
head is thus reduced.? Specifically, for a given n, which is the duration
of the prediction phase, the proposed two-phase protocol can achieve

n=[n/(K +n)] x 100% (3.17)

reduction in the training overhead, as compared with the training-
based protocol. In the simulation section, we will further compare the
proposed two-phase protocol with the training-based scheme in terms
of the MSSE of the acquired CSI and the resultant BER.

IV. SIMULATION RESULTS

Here, computer simulations are conducted to illustrate the perfor-
mance of the proposed approach and to validate our theoretical MSE
study. We consider an SC-FDMA system, in which the size of FFT
is 1024, the number of channel paths is L = 6, and the length of CP
is equal to L — 1 = 5; the sum of the channel delay power profile is
normalized so that Z?:o oj ; = 1. We compare the proposed robust
channel prediction scheme (3.7) with two other methods: the con-
ventional nonrobust solution (3.12) and the training-based LMMSE
channel estimator [5]. For training-based channel estimation, pilot
symbol placement in each time slot follows the LTE-A standard.
The prediction-based scheme is implemented by using the two-phase
protocol proposed in Section III-D. In our simulations, we set K = 3,
and the velocity of the mobile user is 10 km/h.

Fig. 3 compares the MSE achieved by the three channel acquisition
schemes; for the two-phase protocol, the duration of the prediction
phase is set to be n = 1, 2, 3, which result in, respectively, 25%, 40%,
and 50% reduction in the training overhead [cf. (3.17)]. We can first see
in the figure that, for both prediction-based solutions, the theoretical
MSE is very close to the simulated outcome. This thus validates our
MSE analyses shown in Section III-B. Moreover, it can be seen that
the proposed robust channel prediction scheme (3.7) outperforms the
conventional nonrobust solution (3.12) and, surprisingly, achieves an

2It is noted that the amount of transmission energy dedicated to training
signals can be computed according to, e.g., [20], which takes into account the
modulation types and various conditions of the propagation environment.

Predicted CSI

(a) Schematic depiction of training-based channel estimation. (b) Schematic depiction of the proposed two-phase CSI acquisition protocol (K = 2 and

MSE vs Noise Power at v =10 km/hr

—&— sim non-robust predictor forn=2
@ -theo non-robust predictor for n=2
—&— sim non-robust predictor forn=1
< ++-theo non-robust predictor for n=1
—&— gim LMMSE estimator
——sim robust predictor forn=2
«+-+----theo robust predictor for n =2
—* sim robust predictor forn=1
y L | *----theo robust predictor forn =1

0 0.1 02 03 04 05 06 07 08 08 1
Noise Power (dB)

Fig. 3. MSE performances of the proposed robust predictor (3.7), the con-
ventional nonrobust predictor (3.12), and the LMMSE training-based channel
estimator [5].

BER vs Eb/No at v = 10km/hr, QPSK

102 N |
N
x 103 e |
[} o \
@ % S
=N *\
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10 [~ non-robust predictor for n = 3 \ he ]

—&—non-robust predictor for n = 2
—— non-robust predictor for n = 1
10°5| @ robust predictor for n = 3

o robust predictor forn = 2

@ robust predictor forn = 1
—+— LMMSE estimator i :
0 5 10 15 20 25 30
Eb/No (dB)

Fig. 4. BER performances of the proposed robust predictor (3.7), the con-
ventional nonrobust predictor (3.12), and the LMMSE training-based channel
estimator [5] (QPSK modulation).

even smaller MSE as compared with the training-based approach.
Figs. 4 and 5 then show the resultant BER performances for source
symbols drawn from quaternary phase-shift keying (QPSK) and 16-
quadrature amplitude modulation (QAM), respectively. As expected,
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BER vs noise power at v = 10km/hr, 16-QAM

— T T T
L] el
107 E
‘o
)
a
2 ° e
. 10 % o E
L o
m
ke
@ non-robust CPatn=3
o non-robust CP atn =2
10k non-robust CP atn =1
—o—robust CPatn =3
—+—robust CPatn =2
—+—robust CP atn =1
—+—LMMSE CE
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Fig. 5. BER performances of the proposed robust predictor (3.7), the con-

ventional nonrobust predictor (3.12), and the LMMSE training-based channel
estimator [5] (16-QAM modulation).

the BER of the proposed solution (3.7) is substantially lower than that
of the conventional predictor (3.12) and is very close to the error rate
attained by the training-based scheme.

V. CONCLUSION

We propose a robust linear channel prediction scheme for LTE-A
uplink transmission under channel estimation errors. The design crite-
rion is to minimize the mean square prediction errors, averaged over
the distributions of the true channel coefficients and estimation errors.
We derive a closed-form solution of the optimal channel predictor and
provide exact MSE analyses. The reduction in MSE as compared with
the conventional channel predictor is also analytically characterized.
Simulation results validate our MSE analyses. In addition, the pro-
posed channel prediction scheme combined with the training-based
channel estimation can realize a two-phase CSI acquisition protocol
for training overhead reduction. Through computer simulations, it
is seen that such a two-phase protocol favorably compares with the
LMMSE-based training scheme in terms of MSE and BER, at reduced
signaling overhead.

APPENDIX A
PROOF OF THEOREM 3.1

We shall first evaluate the cross-correlation term E{h;(K+ n)/ﬁ;f‘
(K +1—3)} and auto-correlation term E{h;(K+1—k)h}(K+1—j)}
involved in (3.4). Toward this end, let us first write

E {hi(K F)hi(K + 1 —j)}

—'E {h[K+n]ﬁH[K 41 —j]} ei. (A
Based on (A.1), we have
el E{h[K +nh"[K +1—j]}e

@ eiTE{h[K +n] [(afu R, +FUFy) FY

% (FxhlK + 1 - j]+ X, [kw(k])] H} e
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(A.2)
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where (a) follows by definition of fl[k] in (2.11), (b) holds since true
channel h[k] and noise w[k] are assumed to be uncorrelated, and
(c) and (d) are obtained through straightforward manipulations. To
determine the auto-correlation term, by following similar procedures,
we have

E{/ﬂi(K—&- 1— k) (K +1 —j)}

=elE {E[K+ 1 — k" [K + lj]}e

Yol (2R, + FUFy) ' FY
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X Fy (2R + FUFY) e,
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X (UiR;l + f‘%f“;ﬁ_ ei} +6[j — klel

X (Uz,R;l + F%FN)71 F%FN (O’i,R;l + F%FN)71 e;
=r[j—kl- B+l — k- (A3)

where (e) follows (2.11), and (d) holds due to the uncorrelated assump-
tion between the channel and noise. Based on (A.2) and (A.3), the K
linear equations in (3.4) can be put into a matrix—vector form as

(BR+ yilg)-a"™ = a;rl?. (A4)
The assertion of the theorem directly follows from (A.4). |

APPENDIX B
PROOF OF THEOREM 3.2

To derive (3.15), let us expand MSE|[n] in (3.13) into

MSE[n]

:i{E{|hi(K+n)2}
_22 “;QRe{ ( (KM)E:(KM—/@)}
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Since E{|h;(K 4 n)|*} = o}, ; and using (A.3), (B.1) can be further
rewritten as

_EZGﬂ_zngm4E@uK+mhm+n_@n
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where (a) follows from the assumption ZLﬂ afb ; = 1, (b) is obtained

through dlrect manipulations, and (c) holds by invoking a(") =
azR. ) together with some mampulatlons Equation (3.15) is thus

proved. T0 derive (3.16), let us define u; = [ K] T [K —1]

hi[l]] and then rewrite MSE[ ] in (3.14) as
L 2
MSE[n] =Y " E { ‘ag"”ui — hi(K + n)’ } . (B.3)
i=1
Since, from (3.7)
él(.m =a,R;! (n> =a; (B R+ -Ig)” ~rg?)
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R+ .1 r (B.4)
5 (me )

using the matrix inversion lemma [18], we can obtain the following

relation between a.™ and a":

—1
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(B.5)

—1
:% [IK&<RK+& ) ]-aﬁ").

By defining A" 2 a™ —a'™ and based on (B.5), we have
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where (d) holds because, with the orthogonality condition (3.3), it
follows that

E { (éngui — hi[K + n]) (AE")Tui) *}
e

Finally, it remains to specify the term E{|A™ " u;[2}, which can be
expressed as
}
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Hence, (3.16) is thus proved. |
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