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1. Introduction

Ranking alternatives involving inconsistent preferences is one of
the most important topics in decision-making. Keeney [13] identified
12 major mistakes frequently made that limit one's ability in making
good value judgments, in which “not understanding the decision
context” and “failure to use consistency checks in assessing value
trade-offs” are two critical mistakes. Hence, determining how to assist
decision makers in understanding the decision context and adjusting
inconsistencies in judgment are two important issues to be consid-
ered in ranking alternatives.

There is evidence that decision makers' preferences are often
influenced by visual background information [23,26]. Visual represen-
tations can simplify and aggregate complex information into a
meaningful pattern, assist people in comprehending their environment
and allow for the simultaneous perception of parts as well as a
perception of interrelations between parts [6,19,24,27,28]. Discovering
how to provide visual aids which will help decision makers observe
background information is the first issue to be addressed by this study.

Ranking alternatives incorporating preferences is a popular issue
in decision-making. One common format for expressing preferences is
to use pairwise comparisons; this forces a person to make a direct
choice of one object over another when comparing two objects, rather
than requiring one to compare all objects simultaneously [4]. Many
methods have been proposed [12,21,25] to rank alternatives using
pairwise comparisons. However, inconsistencies are not unexpected,
as making value judgments is difficult [13]. The ranks different
methods yield do not vary significantly when the decision makers'
preferences are consistent. However, if a preference matrix is highly
inconsistent, different ranking methods may produce wildly different
priorities and rankings. Determining how to help the decision makers
to detect and adjust those inconsistencies in order to make a more
reliable decision is therefore the second issue addressed here.

This study proposes a graphic ranking method, composed of the
Gower Plot technique, an inconsistencies adjustingmodel and a Decision
Ball model. These provide visual aids which help decision makers to
detect inconsistencies, to adjust inconsistencies and to observe relation-
ships among alternatives. The Gower Plot [7,8,17] technique is used to
graphically pinpoint the alternatives involvingmajor inconsistencies. An
adjusting model is constructed to adjust inconsistencies. A Decision Ball
model [18,19] is used to illustrate the background context by represent-
ing similarities amongalternatives ona sphere. Byusingbothgraphic and
interactive interface, decision makers can iteratively detect inconsis-
tencies, choose the preferred way to adjust inconsistencies, observe
relationships among alternatives, and then rank alternatives.

This paper is organized as follows. Section 2 reviews the relevant
literature and section 3 sets the decision-making framework. Section 4
illustrates the proposed approach and decision-making process; three
models for detecting inconsistencies, adjusting inconsistencies and
displaying alternatives are introduced in this section. Section 5 first
presents a numerical example used to demonstrate the proposed
approach and then describes an experiment conducted to test the
efficacy of the proposed approach in practice. Conclusions are offered
in Section 6.

http://dx.doi.org/10.1016/j.dss.2011.04.004
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2. Relevant literature

The first issue addressed in this study is providing visual aids
which help decision makers to observe background information.
Several graphical techniques have been developed to aid the decision-
making process. For instance, Jank and Kannan [11] proposed a spatial
multinomial model of customer choice to assist firms in understand-
ing how their online customers' preferences and choices vary across
geographical markets. Kiang [14] extended a self-organizing map
(SOM) [15] network to classify decision choices by neural network
techniques. Cox and Cox [5] developed various multidimensional
scaling techniques to provide a visual representation of similarities
among a set of alternatives. Li and Ma [18] developed a Decision Ball
model to assist decision makers in observing decision processes. The
ranks of alternatives and the similarities among them can be seen on
the surface of a sphere. However, most of these graphic techniques are
incapable of detecting and adjusting the decisionmakers' inconsistent
preferences.

The second issue addressed in this study involves detecting and
adjusting inconsistencies. A pairwise comparison ranking problem
can be subject to magnitude of the degree of preference, intensity
ranking; or in terms of ordinal preferences only, preference ranking.
These are sometimes also referred to as cardinal versus ordinal
preferences [9].

Determining how to adjust inconsistencies in a preference
matrix has been addressed by many studies. For instance, Maas et
al. [20] presented an operational model in which a preference that
causes intransitivity must be reversed if it is of less importance; this
method can solve the problems of ordinal inconsistency. However,
the problem of cardinal inconsistency has not been addressed. Many
researchers [3,9,21,22] have used multi-criteria decision making
approaches to find a consistent ranking with minimal error
(i.e., minimum cardinal inconsistencies) in intensity-ranking prob-
lems. However, only considering cardinal inconsistencies may result
in unexpected rank reversal problems. Besides, conventional
eigenvalue approaches cannot treat an incomplete preference
matrix, and most of these focus on adjusting cardinal or ordinal
inconsistencies instead of adjusting both cardinal and ordinal
incontinences simultaneously.

Genest and Zhang [7] proposed a powerful graphical method
based on the work of Gower [8], the so-called Gower Plot, to detect
inconsistencies in decision makers' preferences on a 2-dimensional
plane. However, the Gower Plots did not provide any systematical
way of adjusting inconsistencies. Li and Ma [17] adopted Gower Plot
method to detect inconsistencies and developed linear programming
models to adjust these inconsistencies. Nevertheless, only users with
sophisticated linear programming knowledge are able to apply this
method.

Most of the methods for adjusting inconsistencies may improve
them; however, the automatically adjusted preference matrix may be
far beyond the real preferences acceptable to decision makers. This
study incorporates the advantages of Gower Plots and Decision Balls
in detecting inconsistencies and providing visual aids to help decision
makers to better observe the decision context; it also develops a linear
programming model designed to assist decision makers in simulta-
neously adjusting ordinal and cardinal inconsistencies. Decision
makers can choose the preferred way to adjust inconsistencies using
both a graphical and interactive interface.

3. Setting the decision-making framework

Multicriteria decision makers tend to use screening, ordering and
choosing phases to find a preference [2]. They tend tomake little effort
in the first phase as they screen out clearly unwanted alternatives, use
somewhat more effort in the second phase as they try to place a
preference order on the remaining alternatives and employ the
highest effort in the final phase when choosing between two or three
close alternatives.

The proposed decision-making framework is depicted in Fig. 1 and
illustrated by these three phases as listed below:

(i) The screening phase: The decision maker tries to screen out
clearly unwanted alternatives. The decision maker specifies
upper and lower bounds by identifying particular attributes to
screen out poor alternatives.

(ii) The ordering phase: The decision maker tries to obtain a
preference order on the remaining alternatives. There are three
steps in this phase, including specifying preferences, detecting
inconsistencies and adjusting inconsistencies. Once inconsis-
tencies are improved, a priority of alternatives is determined.
● Specifying preferences: The decision maker identifies per-

sonal preferences. Since it is usually not easy for a multi-
criteria decision maker to simultaneously compare all
alternatives, pairwise comparisons are adopted here. A
preference matrix is obtained in this step.

● Detecting inconsistencies: Inconsistencies in the preference
matrix are determined. Because inconsistent preferences
may result in an unreliable ranking order, significant
inconsistencies should be detected and adjusted to achieve
a reliable solution. The Gower Plot technique (denoted as
Model 1) is applied in this study to help the decision maker
to visually detect inconsistencies.

● Adjusting inconsistencies: Inconsistent preferences detected
in the previous step are revised. A proposed optimization
model (denoted as Model 2) assists decision makers in
adjusting these inconsistencies.

(iii) The choosing phase: The decision maker attempts to choose
between two or three close alternatives. A Decision Ball model
(denoted as Model 3) is adopted to assist a decision maker in
observing the ranks of alternatives and the similarities among
them. The decision maker could make a final choice based on
the visual support of the Decision Ball.

The three models used in this study are illustrated in the next
section.

4. The proposed approach

The decision problems in this study can be expressed generally as
shown below. Consider a set of alternatives A={A1, A2, …, An} for
solving a choice problem, where a decision maker selectsm criteria to
be fulfilled. The values of criteria C1, …, Cm for alternative Ai are
expressed as ci,1,…, ci,m. Denote C=[ci, k]n×m as the criterionmatrix of
the decision problem. All criteria Ci are assumed to be beneficial
criteria, which means the higher the value of ci,k, the better the
alternative Ai is. Denote Si as the score value of an alternative Ai. An
additive function is assumed in this study because it is more
understandable for decision makers and the most commonly used
form in practice [1]. An additive score function of an alternative Ai (ci,1,
ci,2, …, ci,m) is expressed below:

Si wð Þ = ∑
m

k=1
wk

ci;k−ck
ck−ck ;

ð1Þ

where (i) wk is the weight of criterion Ck, 0≤wk≤1, ∀k and

∑
m

k=1
wk = 1. w=(w1, w2, …, wm) is a weight vector, (ii) ck and ck

are respectively the upper and lower bounds of a criterion Ck, which
can be specified by a decision maker or set as the largest and smallest
values of the criterion, and (iii) 0≤Si(w)≤1. In order to make sure all
weights of criteria and the scores of alternatives are positive, a
criterion ci,k with a cost feature (i.e., which a decision maker would
like to keep as small as possible) is transferred from ci,k to (ck−ci;k) in



Specify preference matrix

Choosing Phase

Detect inconsistencies by Gower plot (Model 1)

Adjust inconsistencies (Model 2)

Display alternatives by a Decision Ball (Model 3)

Input upper and lower bounds to screen out poor 
alternativesScreening Phase

Ordering Phase

Fig. 1. The decision-making framework.
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advance. Following the score functions, the dissimilarity between Ai

and Aj is defined as:

δi;j wð Þ = ∑
m

k=1
wk

jci;k−cj;k j
ck−ck ;

ð2Þ

where 0≤δi, j(w)≤1 and δi, j(w)=δj, i(w). Clearly, if ci,k=cj,k for all k
then δi, j(w)= 0.

Assume a decision maker can specify his/her preferences by the ratio
of the score of one alternative to another alternative in a pairwise fashion.
Denote R=[ri, j]n×n as a decision maker's preference matrix where ri,j is
the ratioof Si to Sj, ri,j=1/rj,i for all i, j. If thedecisionmaker is unclear about
the ratio of Si to Sj, ri,j remains blank (denoted as ri, j=φ). R is ordinally
inconsistent (intransitive) if for some i, j, k∈{1, 2, 3,…,n} there exists ri,jN
1, rj,kN1, but ri,kb1. R is cardinally inconsistent if for some i, j, k∈{1,…, n}
there exists ri, k≠ri, j×rj, k[7]. R is incomplete if there any ri, j=φ exists.

4.1. Detecting inconsistencies

Many researchers have adopted the consistency ratio (CR) [21] to
measure the inconsistency of a complete preference matrix. If the
value of CR is smaller or equal to 10%, the level of inconsistency is
acceptable. However, decision makers are unable to know if there is
ordinal inconsistency by using CR.

Given a R=[ri, j]n×n, a Gower Plot [7,8] can be displayed to detect
the ordinal consistency for R. This section briefly introduces how to
use Gower Plots to detect ordinal inconsistency. The mathematical
properties of Gower Plots are illustrated in Appendix A.

4.1.1. Model 1 Gower Plots
Denote T=[ti, j]n×n, a skew-symmetric matrix, as a tournament

matrix corresponding to R, where ti,j=1 if ri, jN1; ti,j=0 if ri, j=1; ti,j=
−1 if ri, jb1. A plot called the ordinal Gower Plot based on T can be
depicted in a plane by applying singular value decomposition [10].
Denote Tt as a transposition of T. Let λ1 be the largest singular value of
T. Let U=(u1,…, un)t and V=(v1,…, vn)t as n points Pi=(ui, vi) in the
plane, where U and V are orthonormal eigenvectors of TtT correspond-
ing to λ1

2. Each decision alternative Ai is expressed as a point Pi on an
ordinal Gower Plot. A set of alternatives is said to be ordinally
consistent if the following three conditions are satisfied: (i) the
location of all points are equidistant from the origin within a 180° arc;
(ii) the angles between consecutive points are equal to 180/n degrees;
(iii) the faithfulness of the graphical representation is demonstrated
by the variability factor being approximately 1 (see Appendix A).

For an ordinally consistent matrix R, suppose the points are arranged
counter-clock-wise in the order of Ai, Aj, …, Ak, then the superiority for
decision alternatives is Ai≻Aj≻…≻Ak, where Ai “≻” Aj implies that Ai
dominatesAj. If R is complete andordinally consistent, allAi canbe ranked
immediately; otherwise, R should be adjusted in advance.
4.2. Adjusting inconsistencies

An adjusting model is proposed to adjust ordinal and cardinal
inconsistencies simultaneously. Given a preferencematrix R=[ri, j]n×n,
where R may be incomplete or inconsistent. A model for adjusting R is
formulated below:

Min
wkf g

M × Obj1 + Obj2

Obj1 = ∑
n

i=1
∑
n

j N i
bi;j

Obj2 = ∑
n

i=1
∑
n

j N i
αi;j

s:t:
Si
Sj
−1

 !
× ri; j−1
� �

+M×bi; j≥ε; for all i; j where ri;j≠φ and

ri;j≠1;

ð3Þ

− Si−Sj
��� ��� + M × bi; j ≥ 0; for all i; j where ri; j = 1; ð4Þ

Si
Sj
−ri;j

�����
�����≤αi;j;∀i; j; ð5Þ

Si wð Þ = ∑
m

k=1
wk

ci;k−ck
ck−ck

;∀i ð6Þ

∑
m

k=1
wk = 1; ð7Þ

0≤wk ≤ 1;∀k; ð8Þ

bi;j∈ 0;1f g;M is a large value; ε is a tolerable error: ð9Þ

The decision variables in Model 2 are (w1, w2, …, wm). The first
objective (Obj1) of Model 1 is to achieve ordinal consistency by
minimizing the number of preferences (i.e., ri, j) being reversed. If ri,j
is reversed, the binary variable bi,,j=1; otherwise, bi,j=0. Expression
(3)means:when ri, j≠ϕ and ri, j≠1, bi,j=0, if (i) Si

Sj
N 1

� �
and ri;j N 1

� �
or

(ii) Si
Sj
b1

� �
and ri; jb1

� �
; and otherwise bi, j=1. A tolerable positive num-

ber ε is used to avoid Si
Sj

= 1. Expression (4)means:when ri,j=1, bi,j=0
if Si=Sj; and otherwise bi,j=1. The secondobjective (Obj2) is to achieve
cardinal consistency by minimizing the αi, j values. Expression (5) is

used to minimize the difference between Si
Sj
and ri, j. Since ordinal con-

sistency (Obj1) ismore important than cardinal consistency (Obj2),Obj1
ismultiplied bya largevalueM in the objective function. Expressions (6)
and (7) are derived from Expression (1). Expression (8) sets the upper
and lower boundaries for weighting.
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This model is nonlinear, which can be converted into the following
linear mixed 0–1 program:

Model 2 Adjusting model

Min
wkf g

M × Obj1 + Obj2

Obj1 = ∑
n

i=1
∑
n

j N i
bi;j

Obj2 = ∑
n

i=1
∑
n

j N i
αi;j

s:t: Si−Sj
� �

× ri;j−1
� �

+M×bi;j ≥ ε; for all i; j where ri;j≠ϕ and

ri;j≠1;

ð10Þ

−M × bi;j≤Si−Sj≤M × bi;j; for all i; j where ri;j = 1; ð11Þ

Sj × ri;j−αi;j≤Si≤Sj × ri;j + αi;j;∀i; j;
6ð Þe 9ð Þ; ð12Þ

where Expressions (10), (11) and (12) are transformed from
Expressions (3), (4) and (5) respectively.

After the weight vector, (w1, w2, …, wm), is found, Si wð Þ =
∑
m

k=1
wk

ci;k−ck
ck−ck

can be calculated and a complete matrix can be obtained

as R′=[r′i, j]n×n, where r
0
i;j =

Si
Sj
if ri, j=φ or bi,j=1; otherwise, ri, j′ =ri, j.

The dissimilarities between two alternatives δi;j wð Þ can also be
calculated based on Expression (2).

4.3. Displaying alternatives

ADecision Ballmodel [19] based on a non-metricmultidimensional
scaling technique is used to display all alternatives on the surface of a
sphere. This study uses a sphere model rather than the traditional 2-
dimensional plane or 3-dimensional cube models because the sphere
is easier to observe and involves no edges. The arc length between two
alternatives is used to represent the dissimilarity between them, e.g.
the larger the difference, the longer the arc length. In addition, the
alternative with a higher score is designed to be closer to the North
Pole so that alternatives can be located on the concentric circles
surrounding the pole in their order of rank when viewed from above.

For the purpose of comparison, we define an ideal alternative A*,
where A� = A� c1 ; c2 ;…; cmð Þ and S*=1 . A* is designed to be located at
the north pole with coordinate (x*, y*, z*)=(0, 1, 0). Denote di,j as the
Euclidean distance between Ai and Aj. Based on the non-metric
multidimensional scaling technique [5], denote d̂i;j as a monotonic
transformation of dissimilarity δi, j satisfying the following condition:
ifδi, jbδp, q, then d̂i;jb d̂p;q. The coordinates (xi,yi,zi) of all alternatives Ai

can be calculated using the following model:

Model 3 Decision Ball Model

Min
xi ;yi ;zif g

Obj3 = ∑
n

i=1
∑
n

j N i
di;j− d̂i;j
� �2

s:t: yi = 2Si−S2i ; ∀i;
ð13Þ

d̂i;j≤ d̂p;q−ε;∀δi;jb δp;q; ð14Þ

d2i;j = xi−xj
� �2

+ yi−yj
� �2

+ zi−zj
� �2

; ∀i; j; ð15Þ

x2i + y2i + z2i = 1; ∀i; ð16Þ

−1≤xi; zi≤1; 0≤yi≤1;∀i; ε is a tolerable error: ð17Þ
The objective (Obj3 ) of Model 3 is to minimize the sum of the
difference between di,j and d̂i;j. Expression (13) is from thework of Ma
[19], which indicates that the alternative with a higher score is
designed to be closer to the North Pole. Expression (14) is based on
the non-metric multidimensional scaling technique. Expressions (16)
and (17) ensure that all alternatives are graphed on the surface of the
ball and are located on the northern hemisphere.

The faithfulness of this visual representation can be measured by
Stress [16], which is a numerical measure of the closeness between
the dissimilarities in the lower dimension and the original spaces
formulated as follows:

Stress =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Obj3

∑
n

i=1
∑
n

j N i
d2i;j

vuuuut ð18Þ

A solution is desirable if its stress value is less than 10%.

4.4. The process

The flowchart of the proposed approach is shown in Fig. 2. The
decision-making process is illustrated in the following four major
steps:

bThe screening phaseN
A decision maker may specify upper and lower bounds by

identifying particular attributes to screen out poor alternatives in
advance.

bThe ordering phaseN
Step 1 (Input data) A decisionmaker inputs a datamatrix C=[ci, k]n×m,

and specifies a preferencematrix R=[ri, j]n×n, where R can be an
incomplete matrix.

Step 2 (Detecting inconsistencies) Applying the Gower Plot model
(Model 1) to R, an ordinal Gower Plot is shown. The ordinal
inconsistencies can be detected.

Step 3 (Adjusting inconsistencies) Applying Model 2 to the data and
preference matrix yields a set of weights w. Based on the
weights w obtained, the score of alternatives Si(w) and
dissimilarities δi;j wð Þ among alternatives are calculated. If R
is not consistent, options for adjustments are listed. The
decision maker can choose to adjust the preference matrix
from the suggested options. If the decision maker decides to
adjust preferences directly then go to Step 1.

bThe choosing phaseN
Step 4 (Displaying alternatives) Applying the Decision Ball model

(Model 3) to Si(w) and δi;j wð Þ yields the coordinates (xi, yi, zi)
of alternatives on the Decision Ball. The Decision Ball is then
displayed to the decision maker. The decision maker can
observe the ranks of alternatives and the similarities among
them on the ball, and make a final decision.

5. An example and an experiment

This section first presents a numerical example used to demon-
strate the proposed approach and then describes an experiment
conducted to test the efficacy of the proposed approach in practice.

5.1. A numerical example

The choice of a store location has a profound effect on the entire
business life of a retail operation. Consider a manager who needs to
select a location for opening a grocery store. Eight alternative
locations from A1 through A8 are under consideration. The manager
sets four criteria to be fulfilled: (C1) sufficient space, (C2) high
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Fig. 2. The flowchart of the proposed approach.
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population density, (C3) heavy traffic, and (C4) low cost. Store size is
measured in square feet. The number of people who live within a one-
mile radius is used to calculate population density. The number of
vehicles passing the spot per hour is adopted to evaluate the volume
of traffic flow. Cost is measured by monthly rental fee.

The decision-making process is illustrated following the steps in
Section 4.4 as detailed below:

Step 1 (Input data) The manager inputs the criteria values of eight
candidate locations in the criterion matrix C, as shown in
Table 1. Next, the manager uses pairwise comparisons to
express preferences among pairs of alternatives in preference
matrix R, as listed in Fig. 3(a). Because the manager is unable
to make comparison among some pairs, the relationships r1,8,
r2,5, r3,6, r4,8 and r6,7 are left blank, which means R is
incomplete.

Step 2 (Detecting inconsistencies) Since the preference matrix R is
incomplete, the CR cannot be measured directly. Applying the
Gower Plot model (Model 1) to R, an ordinal Gower Plot is
shown in Fig. 3(b) with faithfulness 83.99%. The preference
matrix R is ordinally inconsistent because the location of A1, A3

and A7 are out of the 180° arc, which indicates that A1, A3, and
Table 1
Criterion matrix of the store location example.

Criteria Alternative

A1 A2 A3 A4 A5 A6 A7 A8

C1 Store size 1600 850 600 1000 900 1000 1500 800
C2 Population 960 960 1140 750 840 900 840 1260
C3 Traffic 510 520 550 440 450 500 530 600
C4 Rental fee 3200 4500 4000 6600 5500 4400 3800 3500
A7 are the alternatives involving major ordinal inconsistence.
There exists an intransitive relationship among A1, A3 and A7.
That is, A1 is preferred to A3 (r1,3N1), and A3 is preferred to A7

(r3,7N1); however, A7 is preferred to A1 (r1,7b1). The
preference causing major ordinal inconsistency is r1,7, r3,7, or
r1,3. R is also cardinally inconsistent. For instance, there exists
r1,2=2, r2,4=3; but, r1,4=2.

Step 3 (Adjusting inconsistencies) Applying Model 2 to the data and
preference matrix yields: (Option 1) Obj1=1, Obj2=3.41,
u1,7=1, (w1, w2, w3, w4)=(0.26, 0.64, 0.05, 0.05), (S1, S2, S3,
S4, S5, S6, S7, S8)=(0.60, 0.38, 0.56, 0.13, 0.20, 0.34, 0.41, 0.78).
The values of unspecified preferences can be computed as:
r1,8=S1/S8=0.76, r2,5=1.92, r3,6=1.65, r4,8=0.16, and
r6,7=0.81. Option 1 suggests reversing r1,7 from 0.5 to 1.44
(S1/S7) to minimize both ordinal and cardinal inconsistencies.
After adjustment, the CR for Option 1 is 4.9%.
Option 2 can be obtained by adding a constraint u1,7=0 into
Model 2. Option 2 yields:Obj1=1,Obj2=5.74, u3,7=1, (w1,w2,
w3, w4)=(0.22, 0.10, 0.63, 0.05), (S1, S2, S3, S4, S5, S6, S7, S8)=
(0.59, 0.43, 0.54, 0.11, 0.13, 0.38, 0.61, 0.81). Option 2 suggests
reversing r3,7 from 3 to 0.88 to adjust inconsistencies. After
adjustment, theCR forOption1 is 5.3%. Similarly,Option3 canbe
acquired by adding two constraints u1,7=0 and u3,7=0 into
Model 2. Option 3 yields:Obj1=1,Obj2=5.53, u1,3=1, (w1,w2,
w3, w4)=(0.17, 0.13, 0.65, 0.05), (S1, S2, S3, S4, S5, S6, S7, S8)=
(0.56, 0.44, 0.58, 0.09, 0.12, 0.38, 0.58, 0.86). Option 3 suggests
reversing r1,3 from 2 to 0.96 to improve inconsistencies. The CR
after adjustment is 6.3%. The three options for adjustment are
listed in Fig. 3(c).
After adjustment, the corresponding Gower Plots (all with
faithfulness 90.26%) for Options 1, 2, and 3 are depicted in



r i,j … A5 A6 A7 A8

A1 3.00 2.00 11.44 0.76

A2 1.92 2.00 0.50 0.50

A3 … 3.00 1.65 3.00 0.33

A4 0.33 0.33 0.50 0.16

A5 0.50 0.50 0.25

A6 0.81 0.50

…

r i,j … A5 A6 A7 A8

A1 3.00 2.00 0.50 0.73

A2 3.42 2.00 0.50 0.50

A3 … 3.00 1.42 0.88 0.33

A4 0.33 0.33 0.50 0.14

A5 0.50 0.50 0.25

A6 0.62 0.50

…

r i,j … A3 A4 A5 A6 A7 A8

A1 0.96 2.00 3.00 2.00 0.50 0.65

A2 0.50 3.00 3.81 2.00 0.50 0.50

A3 4.00 3.00 1.55 3.00 0.33

A4 0.33 0.33 0.50 0.08

A5 0.50 0.50 0.25

A6 0.65 0.50

…

r i,j A1 A2 A3 A4 A5 A6 A7 A8

A1 2.00 2.00 2.00 3.00 2.00 0.50

A2 0.50 3.00 2.00 0.50 0.50

A3 4.00 3.00 3.00 0.33

A4 0.33 0.33 0.50

A5 0.50 0.50 0.25

A6 0.50

A7 0.50
A8
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Fig. 3. Decision process of the store location example.
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Fig. 3(d). Since all alternatives are evenly located on a 180° arc
and the faithfulness approximates 1, the preference matrixes
for three options are all ordinally consistent. The similarities
between alternatives for each option can be calculated based
on Expression (2).

Step 4 (Displaying alternatives) Applying the Decision Ball model
(Model 3) to Si(w) and δi;j wð Þ yields the coordinates (xi, yi, zi)
of alternatives on the Decision Ball. The Decision Ball is then
displayed to the decision maker. The corresponding Decision
Balls for Options 1, 2, and 3 (with Stress 9.36%, 6.03%, and
5.26% respectively) are depicted in Fig. 3(e).
For Option 1, reversing r1,7 as r1,7N1 (means A1 is preferable to
A7) generates an ordinally consistent situation with A8 ≻A1 ≻
A3 ≻A7 ≻A2 ≻A6 ≻A5 ≻A4; the corresponding Decision Ball
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illustrates this, considering A8, A1 and A3, A8 ≻ A1 ≻ A3.
However, A3 is more similar to A8 than A1 because the distance
between A3 and A8 is shorter than that between A1 and A8.
Therefore, if the manager cannot rent A8 for business, A3 may
be a similar choice than A1.
For Option 2 (reversing r3,7), the corresponding Decision Ball
illustrates that the ranks of alternatives are: A8≻ A7≻ A1≻ A3≻
A2≻ A6 ≻ A5≻ A4. Alternatives A1 and A7 are very close. Thus, if
alternative A8 is impossible to rent for business then A1 as well
as A7 could be a good choice. For Option 3 (reversing r1,3), the
ranks of choices in this option are: A8≻ A3≻ A7≻ A1 ≻ A2≻ A6 ≻
A5≻ A4.

The manager can observe the ranks of alternatives and similarities
among them on the Decision Ball, and make a final decision.

5.2. An experiment

In order to evaluate the efficacy of the proposed approach, we
developed a prototype visualization system by applying the models
proposed in Section 4. An experiment has been conducted to test the
usefulness of the proposed approach in decision-making. Thirty-three
subjects were recruited to participate in the experiment; all of them
were undergraduate senior students. No subjects had any prior
experience in using Gower Plots and Decision Balls. A training session
was given to all of the subjects before they conducted the test. The
training session included: (i) a 20-minute session for an introduction
to the proposed approach, (ii) a 10-minutes practice section to allow
subjects to become familiar with the tools.

In the experiment, all of the participants were asked to make a
choice related to the decision issue: If possible, which graduate school
would you prefer in order to resume your master's degree? Five
graduate schools with similar reputations were chosen in advance for
evaluation. All of the participants had to select the one that they most
preferred among these five graduate schools, based on the support of
the proposed prototype system. After the experiment, all of the
participants were required to fill out a questionnaire. The question-
naire consists of 3 items rated on a five-point Likert-type scale, as
follows:

1. Does the proposed approach provide visual aids to help you
observe background information?

2. Does the proposed approach enhance your confidence in decision
making?

3. Is the proposed approach helpful for decision making?

Thirty-one (94%) out of thirty-three participants agreed that the
proposed approach provided visual aids to help them observe
background information. Twenty-eight (85%) participants agreed
that the proposed approach enhanced their confidence in regard to
decision making. Twenty-five (76%) participants agreed that the
proposed approach was helpful for decision making. This test
supports the usefulness of the proposed approach.

6. Conclusions

This study develops a visualization approach which can assist
decision makers in ranking alternatives involving inconsistent
preferences. Gower Plots are adopted to detect alternatives involving
major inconsistencies. An adjusting model is developed to provide
suggestions for simultaneously improving ordinal and cardinal
inconsistencies. After that, a Decision Ball model is applied to assist
in visualizing the background context of alternatives. Decisionmakers
can detect inconsistencies, choose the preferred way to adjust
inconsistencies, observe relationships among alternatives, and then
rank alternatives using a graphical and interactive interface.
The proposed approach can be extensively applied in many fields.
Possible applications include: the selection of suppliers in supply
chainmanagement, evaluation of partners in virtual enterprises, ranks
of promotion plans in marketing, analysis of investment decisions in
finance, choices in personal decision-making etc. The proposed
approach can also be conveniently developed into a decision support
system. In future studies, determining how to provide a graphical
method for adjusting inconsistencies could be addressed.
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Appendix A. (Mathematical properties of Gower Plots [7])

The singular values of a matrix M of rank n are the positive square
roots of the eigenvalues of the symmetric matrix MtM, where Mt

stands for transposition of M. If M is skew-symmetric, i.e. Mt=−M,
the singular values of the matrix M are equal to the norm of its purely
imaginary eigenvalues.

Let λ1≥…≥λm≥0 (and λm+1=0 if n is an odd number)
represent those singular values, with m indicating the integer
part of n/2. Using singular value decomposition [10], a skew-
symmetric matrix M can be decomposed into the form

M = ∑
m

j=1
λj U2j−1U

t
2j−U2jU

t
2j−1

� �

where U2j−1 and U2j are orthonormal eigenvectors of MtM corre-
sponding to λj

2.
The matrix M� = λ1 UVt−VUtÞ�

with U=U1 and V=U2 provides
the best approximation of a skew-symmetric matrix M of rank two,
because the first term of M gives the best least-squares fit of rank two
to M. Let U=(u1,…, un)t and V=(v1,…, vn)t as n points Pj=(uj, vj) in
the plane. A Gower Plot of a skew-symmetric matrix M is a two-
dimensional graph composed of all Pj, 1≤ j≤n, on the graph.

The measure of the faithfulness of the graphical representation of

M is provided by variability =
‖M�‖
‖M‖

=
λ2
1

∑
m

j=1
λ2
j

.
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