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ABSTRACT: Sum-frequency generation (SFG) spectroscopy
is a powerful tool for not only identifying molecular species
but also analyzing orientation configurations on a surface/
interface. In this Article, we presented reformulation of the
theoretical framework of electronic SFG spectroscopy, the
signal of which could be greatly enhanced by tuning one or
two incident beam frequencies resonant with electronic excited
states. Simulated electronic SFG spectra resonant at the sum
frequency of a pair of coumarin-derivative pH-indicator
surfactant molecules, 4-methyl-7-hydroxycoumarin and its
anionic counterpart (MHC/MHC−), floating on the water
surface were carried out as a demonstration.

I. INTRODUCTION

Sum-frequency generation (SFG) spectroscopy, due to its
surface- and interface-specificity, has become a powerful tool in
resolving surface and interfacial molecular configurations in the
last two decades. This second-order nonlinear optical technique
can, by tuning incident beam frequencies resonant with
molecular vibrational and/or electronic excitations, detect not
only species but also molecular orientation distributions on the
sample surface/interface.1−5 Pioneered by Shen’s group,
vibrational sum-frequency generation (VSFG) spectroscopy
has been applied in examining molecular structures of ice and
liquid water surface,4,6 and, with phase-sensitive detection, it
has revealed the topology of hydrogen bonding in the topmost
layers of liquid water.7−11 VSFG has also been applied to
analyze molecular orientations in other systems such as organic
polymers immersed in water or adsorbed on a solid
substrate.12−14 In the theoretical aspect, a susceptibility
approach combined with Euler angle transformation has been
established and applied to interpret these VSFG spectra.15−17

In addition to VSFG, Tahara and co-workers have recently
made heterodyne-detected electronic sum-frequency generation
(ESFG) spectroscopy applicable.18−20 In their experiments, two
visible/near-infrared beams were guided to the sample where
the sum frequency was tuned resonant with an electronic state.
By this means, the orientation distribution of surfactant
molecules floating on water surface could be resolved, and,
furthermore, the pH value of water surface was claimed.21−23 It
should be noticed that, however, a comprehensive theoretical
framework to interpret these beautiful experimental results is
still in demand. In this Article, we shall examine the
mathematical formulation of ESFG spectroscopy and derive
specific descriptions to different resonance and off-resonance

cases. We shall also simulate the ESFG spectra of 4-methyl-7-
hydroxycoumarin and its phenoxide anionic counterpart (noted
as MHC/MHC−), which is a simpler analogue to 4-hectadecyl-
7-hydroxycoumarin (noted as HHC/HHC−), a coumarin-based
pH-indicator reported previously,23−25 as a demonstration of
our theoretical model.

II. THEORIES

The detailed mathematical framework of SFG has been
discussed in the literature,1−3,16 and brief illustrations for
specific resonance conditions are given below. For a general
case, one can consider an energy level diagram for SFG as
shown in Figure 1, where g, m, and n denote the initial,
intermediate, and final state manifolds, and ω1 and ω2 represent
the angular frequencies of the two incident beams. By
definition, the microscopic second-order SFG susceptibility,
χijl
(2)(ω1 + ω2), of a molecule is the proportional constant
relating polarization and electric fields:

∑ ∑ω ω χ ω ω ω ω⃗ + = +P E E( ) ( ) ( ) ( )i
j k

ijk j k
(2)

1 2
(2)

1 2 1 1 2 2

(1)

where i, j, and k are Cartesian coordinates. It can be written
explicitly as
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and χijk
(2)(ω1 + ω2)II and χijk

(2)(ω1 + ω2)III can be obtained from
χijk
(2)(ω1 + ω2)I by performing the exchanges n ↔ m and n ↔ g,
respectively. In the above equation μ, Δρ, and Γ denote
transition dipole moment, initial population (Boltzmann
distribution), and dephasing constant, respectively. Regarding
resonance conditions, there are four conditions of SFG, that is,
double resonance, resonance with one incident frequency
(resonance−off-resonance), resonance at the sum frequency
(off-resonance−resonance), and both off-resonance. For
example, the resonance−off-resonance case means that the

ℏω1 photon is in resonance with the g → m transition, while
the ℏω2 photon is not resonant with the n state. We shall
discuss cases with at least one resonance, which are applied in
experiments, in the following paragraphs.

Case 1: Resonance with One Incident Frequency
(Resonance−Off-Resonance). In this case, the ℏω1 photon
is in resonance with the intermediate state as demonstrated in
Figure 2a. From eq 3, we obtain:
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or
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Considering vibronic transitions, we have to make the following
changes:

→ → →g gv m mu n nw, , (6)

where gv, mu, and nw denote vibronic manifolds. It follows that:
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Here, Θ denotes the nuclear (vibrational) wave function. Note
that the Placzek approximation, ωnw,gv ≈ ωng and ωnw,mu ≈ ωnm,

Figure 1. Energy level diagram for general SFG.
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is applied. By using the closure relation over nw states,

∑w|Θnw⟩⟨Θnw| = 1, it is found that:
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where αgm
ik is the polarizability-like two-photon transition matrix

element defined by

∑α
μ μ

ω ω ω

μ μ

ω ω ω ω
=

− −
+

+ + +

⎡

⎣
⎢⎢

⎤

⎦
⎥⎥gm

ik

n

gn
i

nm
k

ng

nm
i

gn
k

ng gm1 2 1 2

(9)

The real and imaginary parts of the second-order susceptibility
are
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respectively. In the Condon approximation:
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The two parts relate to each other by the Kronig−Kramers
transform. Equation 11b indicates that, supposing the variations
of μ and α with respect to ω are negligible, the band-shape
function of Im[χijl

(2)(ω1 + ω2)] is exactly the same as the
conventional electronic absorption spectrum:
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or, by assuming a Gaussian inhomogeneous broadening with
the center at ω̅mu,gv and a deviation of σmu,gv for each
corresponding vibrational mode:8
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for the g → m transition. However, the transition intensity is
determined by the electronic matrix element μmg

j αgm
ik in ESFG

spectroscopy, rather than |μ⃗mg|
2 in conventional electronic

absorption spectroscopy.
Note that this resonance condition is widely applied in VSFG

as well. In the vibrational case, the resonance occurs in the same
electronic state, that is, m = g, and hence in eq 10, the transition
matrix elements become permanent dipole moment, μgg, and
polarizability, αgg, of the ground state. The two quantities can

Figure 2. Energy level diagrams for different resonant ESFG
conditions: (a) resonance with one incident frequency (resonance−
off-resonance), (b) resonance at the sum frequency (off-resonance−
resonance), and (c) double resonance.
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be expanded in the power series of vibrational mode Q, and an
active mode must have (∂μgg/∂Q)0(∂αgg/∂Q)0 ≠ 0 according to
IR and Raman selection rules. The details can be found in the
literature.2−6

Case 2: Resonance at the Sum-Frequency (Off-
Resonance−Resonance). We next consider resonance at
the sum frequency as shown in Figure 2b. From eq 3, we find:
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In terms of vibronic states, we find that (with the Placzek
approximation, ωmu,gv ≈ ωmg):
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or, by applying the closure relation over mu states:
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In the Condon approximation:
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Similar to Case 1, eq 17b shows that Im[χijl
(2)(ω1 + ω2)] is

closely related to the absorption spectrum for the electronic
transition g → n with angular frequency ω1 + ω2. The band-

shape functions of ESFG and conventional absorption spectra
have the same form:
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or, with the inhomogeneous broadening as described in Case 1:
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while the intensities in the two types of spectra are determined
by different electronic transition matrix elements.

Case 3: Double Resonance. The double resonance case is
shown in Figure 2c. From eq 3, we obtain:
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In the Condon approximation:
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and
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Different from the previous two cases, the band-shape
function in double-resonant ESFG is determined by overlap
integrals between wave functions of three vibronic manifolds
(gv, mu, and nw) rather than two.
Euler Angle Transform. The second-order susceptibility of

a single molecule and the experimentally measurable value of a
group of molecules are correlated by the following orientation
transform. The macroscopic χIJK

(2) of a group of N molecules is
the average of microscopic χijk

(2) of single molecules with the
Euler angle transform:
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where i, j, and k are molecular coordinates x, y, and/or z, while
I, J, and K are laboratory frames X, Y, and/or Z, and ⟨...⟩ is the
orientation average. The transform matrix elements as functions
of Euler angles (ϕ, θ, ψ) as well as explicit relations between
microscopic and macroscopic χ(2) have been deduced in the
literature.16 Supposing the molecular orientation distribution is
azimuthally isotropic, the average over azimuthal angle ϕ is
taken, and seven unique elements in the macroscopic χIJK
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While the detailed relations between these macroscopic χIJK
(2) and

the microscopic χijk
(2) for a molecule of C1 symmetry have been

reported,16 a simplified version for the Cs symmetry is given
here. By laying down the molecule on the yz plane, all elements
of microscopic χijk

(2) with an odd number of x indices vanish
through the σh(yz) operation, and hence it yields:

χ θ θ χ θ χ χ

θ θ ψ χ χ χ

θ θ ψ χ χ χ

θ ψ χ χ χ χ

θ ψ χ χ χ χ χ
χ

θ ψ χ χ χ χ

= × ⟨ ⟩ + ⟨ ⟩ +

− ⟨ ⟩ + +

− ⟨ ⟩ + +

+ ⟨ ⟩ + − −

+ ⟨ ⟩ − − − + +
+

+ ⟨ ⟩ − + + +

N
1
2

{ sin cos cos ( )

sin cos sin ( )

sin cos cos ( )

sin sin ( )

sin sin (

)

sin sin ( )}

XXZ zzz xxz yyz

yyz yzy zyy

xxz xzx zxx

yyy xxy yzz zyz

xxy xyx yxx yyz yzy

zyy

yyy xxy xyx yxx

(2) 2 (2) (2) (2)

2 2 (2) (2) (2)

2 2 (2) (2) (2)

(2) (2) (2) (2)

3 (2) (2) (2) (2) (2)

(2)

3 3 (2) (2) (2) (2)

(25a)

χ θ θ χ θ χ χ

θ θ ψ χ χ χ

θ θ ψ χ χ χ

θ ψ χ χ χ χ

θ ψ χ χ χ χ χ
χ

θ ψ χ χ χ χ

= × ⟨ ⟩ + ⟨ ⟩ +

− ⟨ ⟩ + +

− ⟨ ⟩ + +

+ ⟨ ⟩ + − −

+ ⟨ ⟩ − − − + +
+

+ ⟨ ⟩ − + + +

N
1
2

{ sin cos cos ( )

sin cos sin ( )

sin cos cos ( )

sin sin ( )

sin sin (

)

sin sin ( )}

XZX zzz xzx yzy

yyz yzy zyy

xxz xzx zxx

yyy xyx yzz zzy

xxy xyx yxx yyz yzy

zyy

yyy xxy xyx yxx

(2) 2 (2) (2) (2)

2 2 (2) (2) (2)

2 2 (2) (2) (2)

(2) (2) (2) (2)

3 (2) (2) (2) (2) (2)

(2)

3 3 (2) (2) (2) (2)

(25b)

These transform relations could be further reduced if one
makes certain hyperpolarizabilities zero by the choice of
molecular coordinates. Next, the observable effective suscepti-
bilities depend on beam angles, Fresnel factors, and directions
of polarization, for example:12

χ θ ω ω ω χ= L L Lsin ( ) ( ) ( )YY YY ZZ XXZeff,ssp
(2)

2 SFG 1 2
(2)

(26a)

χ θ ω ω ω χ= L L Lsin ( ) ( ) ( )YY ZZ YY XZXeff,sps
(2)

1 SFG 1 2
(2)

(26b)

where, for example, in eq 26b sps indicates s-, p-, and s-
polarizations for ωSFG, ω1, and ω2, θ1 is the incident angle of ω1,
and L’s are Fresnel factors related to refractive indices.

III. COMPUTATIONAL METHODS
4-Methyl-7-hydroxycoumarin (MHC) and its phenoxide anion
counterpart (MHC−) were chosen to demonstrate theoretical
simulation of electronic SFG spectra. MHC is a pH-indicator
surfactant molecule in the acidic form, while MHC− is the basic
form by dissociating the phenolic proton as sketched in Figure
3a. To find out equilibrium structures and vibrational normal
modes, HF and DFT (with the B3LYP functional) calculations

Figure 3. (a) Acid−base equilibrium between 4-methyl-7-hydrox-
ycoumarin (MHC, left) and its phenoxide anion (MHC−, right). (b)
MHC−

floating on the surface of a small water cluster, where red and
dark gray spheres represent oxygen and carbon atoms, respectively.
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were carried out for ground-state molecules, while CIS,
CIS(D), and TD-DFT were taken for their low-lying excited
states. The 6-31+G(d) basis set was applied in these
calculations.
To simulate electronic SFG spectra with resonance at the

sum frequency (Case 2 in section II), excitation energies for
more excited states as well as transition dipole moments and
polarizability-like elements between ground and resonant states
were calculated (cf., eq 16). TD-DFT and CIS calculations
were carried out for vertical excitation energies up to 100 states,
and CIS was applied to obtain transition moments between
excited states (i.e., μ⃗nm between resonant and intermediate
states). The molecular z axis was chosen parallel to the
transition moment vector between ground state (g) and the
resonant excited state (n), that is, μgn

z ≠ 0 while μgn
x = μgn

y = 0, to
simplify following calculations.21 All quantum chemical
computations were done by using the Gaussian 09 package.26

To know the most probable orientations of the molecule
when it floats on the water surface, we have made a simplified
DFT optimization by putting the molecule into a small water
cluster (∼50 water molecules). The result, illustrated in Figure
3b, showed that oxygen atoms tend to point downward into
water bulk, while the methyl group dangles outward. Although
it requires molecular dynamics or other tools to clarify the
overall orientation distribution, this preliminary DFT calcu-
lation has given us a meaningful indication as to the tendency
of molecular orientation.

IV. RESULTS AND DISCUSSION
Optimized structures of MHC/MHC− at their ground-state
equilibrium were first calculated, and vertical excitation energies
and transition strengths to low-lying excited states followed.
The ground states have a similar geometry, and the symmetry
term is 11A′ in the Cs point group for both molecules.
Calculated excitation energies, as listed in Table 1, showed that
TD-DFT gave most close values to available experimental data,
while CIS and CIS(D) yielded systematic overestimation. The
excitation energies of the two molecules differed notably, say,
∼1 eV for the first excited states. Despite these differences,
there was one common result for both molecules with any level
of calculation that the first excited state, 21A′, has a dominant
oscillator strength, while all other low-lying states possess
negligible transition strengths.
ESFG spectra with resonance at the sum frequency (Case 2

in section II) of MHC/MHC− molecules were then simulated
to compare with experimental analogous results.23 According to
eqs 17 and 18, the ESFG profiles consist of two parts: transition
matrix elements (μgn

i αng
ij ) and band-shape function (F).

Transition matrix elements were calculated by CIS transition

moments between all related electronic states where ω1 = 750
nm (1.65 eV) and ω1 + ω2 resonant with the destination
excited state n. Because only the first state (21A′) has a
significant oscillator strength upon excitation from the ground
state (11A′), only one n state was considered here. In principle,
it has to include as many excited states as possible to make the
hyperpolarizability converge (cf., eq 16), and in practice 100
states were taken to achieve the threshold. By the choice of
molecular coordinates and symmetry, two components of
transition dipole moment (μgn

x and μgn
y ) and four components of

polarizability (αng
xy, etc.) vanish. The nonzero matrix elements

are listed in Table 2. It could be seen that, although the neutral
molecule and its anionic counterpart have similar geometries
and transition moments to their first excited states, the overall
hyperpolarizabilities came to be quite different.
The band-shape function is composed of Franck−Condon

integrals, excitation detunings, and dephasing constants. The
Franck−Condon factor was evaluated by using the displace-
ment-distorted harmonic oscillator as demonstrated in our
previous papers,27,28 and a dephasing constant Γ = 10 cm−1 and
an inhomogeneous broadening σ = 500 cm−1 (cf., eq 18b) were
used. Combining transition matrix elements and band-shape
function yielded χzxx

(2), χzxz
(2), etc., of a single molecule. To

correlate the orientation of this molecule to a water-surface
environment in the laboratory frames,21,23 a flat distribution
window of Euler angles of (θ = 80° ± 10°, ψ = 180° ± 10°) was
assumed due to the tendency that oxygen atoms would point
into the water (Figure 4). According to eq 26b, the SFG spectra
with the sps polarization were simulated as shown in Figure 5.
The calculated wavy structures came from vibronic transitions
involving certain vibrational modes with large Huang−Rhys
(displacement) factors.27 The profile of MHC− was broader
than that of MHC, reflecting an overall larger geometric change
of the former than the latter upon excitation.

Table 1. Vertical Excitation Energies (in eV, Roman Type) and Oscillator Strengths (Dimensionless, Italic Type) between the
Ground State (11A′) and the Low-Lying Excited States of MHC and MHC−

MHC MHC−

state TD-DFTa CIS CIS(D) expt.b state TD-DFTa CIS CIS(D) expt.b

21A′ 4.157, 0.288 5.184, 0.509 4.659 3.87 21A′ 3.215, 0.326 4.263, 0.808 3.173 3.44
31A′ 4.499, 0.023 5.758, 0.003 4.921 11A″ 3.368, 0.002 4.557, 0.010 3.707
11A″ 4.536, 0.000 6.312, 0.000 5.024 21A″ 3.478, 0.000 4.943, 0.004 4.175
41A′ 5.115, 0.043 6.673, 0.196 6.198 31A″ 3.935, 0.001 5.112, 0.008 4.231
21A″ 5.207, 0.001 6.400, 0.008 5.744 31A′ 4.213, 0.030 5.213, 0.062 4.342
51A′ 5.570, 0.001 7.219, 0.824 5.990 41A″ 4.245, 0.006 5.482, 0.001 4.346

aWith B3LYP/6-31+G(d). bEstimated according to ref 25. Note that the calculations were done in the gas phase (as isolated molecule), while the
experimental data were taken from an aqueous environment.

Table 2. Transition Matrix Elements (in atomic units) in
ESFG Resonant at the Sum Frequency of MHC and MHC−

Calculated by CIS/6-31+G(d)a

MHC MHC−

μgn
z 1.891 2.693

αng
xx 1.961 9.289

αng
yy 0.030 −9.055

αng
zz 0.142 −18.523

αng
yz 7.659 13.189

αng
zy 9.365 14.463

aThe ground state (g) is 11A′, and the resonant state (n) is 21A′.
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Although experimental SFG spectra of MHC/MHC− are not
yet available, we believe that its band-shape should be similar to
that of HHC/HHC− (4-heptadecyl-7-hydroxycoumarin).23

Because the electronic transition chromophore locates on the
aromatic ring with little conformational change in the 4-alkyl
group in both molecules, vibrational modes related to the alkyl
group are supposed unaltered and therefore make little
contribution to the spectral profile. Eventually we could
compare our simulated SFG spectra of the anion MHC− with

the experimental report of HHC− found in the basic condition
from ref 23. Figure 5b shows roughly consistent spectral shapes
in terms of peak positions, although the intensities of the real
part have some discrepancies. The neutral species MHC and
HHC, on the other hand, were expected to have a maximum at
∼320 nm, and there were no available experimental data for
comparison. Proceeding from our simplified model, the
simulated results can be further improved when considering
the following factors:

(i) Non-Condon contribution. According to eq 17, non-
Condon contribution such as dipole derivatives and
polarizability derivatives with respect to vibrational
normal coordinates were omitted for simplicity. This
part could make nontrivial contribution to certain
excitations especially weakly allowed and symmetry-
forbidden transitions.

(ii) Molecular orientation distribution. In this preliminary
simulation, only a small flat distribution window of
molecular orientation was assumed. To obtain more
information of orientation distribution, other theoretical
tools like molecular dynamics are required.

(iii) Solvent effect and inhomogeneous broadening. The
subtle influence of environmental solvent molecules on
the excitation properties of the sample molecule was not
explicitly counted in; an inhomogeneous broadening of
500 cm−1 was taken instead. This value might be
somewhat underestimate but could retain major
structures in the spectral profile. A larger value would
be more suitable for the aqueous environment but
smooth out any feature. If one wants to resolve the
extent of the solvent effect, a more demanding
computation is certainly needed.

(iv) Charge effect from solute ions. In our model, the
solution was assumed diluted, and each sample molecule
was isolated from other solutes. Therefore, the charge
effect, for example, from counterions, was not taken into
account. In a real system, the existence of other ions
would alter SFG intensity and spectral shape through
their influence on electron density as well as on
geometric structure of the sample molecule, especially
when the concentration is not low. Moreover, the
charged species, once condensed enough, could form an
electric double layer at the surface and make the issue
more complicated. It requires a larger model cluster to
include other ions for an explicit computation of this
effect.

(v) Spectral shape depending on computational settings.
Computational level of theory and basis set affect not
only excitation energies (cf., Table 1) but also geo-
metrical structures, and hence influence vibronic
Franck−Condon integrals involved in spectral shapes
(cf., eq 17). In our spectral simulation based on DFT and
CIS calculations, Huang−Rhys (displacement) factors
were somehow underestimated. While peak positions
were generally correct, it resulted in an overestimate on
SFG intensity in the lower energy region and an
underestimate in the higher energy region comparing
to experimental results, for example, ∼40% larger at 410
nm and ∼40% smaller at 340 nm for the amplitude of
Re[χ(2)] as shown in Figure 5b. A similar trend could be
seen in the amplitude of Im[χ(2)], although it was not as

Figure 4. Definitions of laboratory frames (XYZ, with Z defined along
surface normal), molecular coordinates (xyz), and Euler angles (tilt
angle θ and twist angle ψ) of MHC floating on the (averaged,
flattened) water surface.

Figure 5. Simulated ESFG spectra of (a) MHC and (b) MHC− with
the sps polarization. The experimental data of HHC− from ref 23 were
drawn in (b) for comparison.
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obvious. A higher level calculation is expected to improve
the overall result.

Should these factors be included or corrected, a refined
picture would be obtained. This approach is going to be applied
onto the larger molecule HHC/HHC− as well, which is our
next step to make a more compact combination of experimental
and theoretical studies.

V. SUMMARY
In this work, we have presented general mathematical formulas
of electronic sum-frequency generation spectroscopy and
discussed cases under particular resonant conditions. By first-
principle calculations, we could obtain necessary elements such
as geometric structures, excitation energies, transition dipole
moments, hyperpolarizabilities, etc., of a molecule for the
theoretical simulation of its ESFG spectra. To demonstrate the
capability of this formulation, we have taken 4-methyl-7-
hydroxycoumarin and its anionic counterpart as an example and
illustrated the spectra for a single molecule at a specific
orientation distribution. For more detailed comparison with or
for more accurate prediction to experimental results, one could
further introduce other theoretical tools such as molecular
dynamics to provide information such as the overall orientation
distribution. It turns out our theoretical approach could
complement experimental SFG technique in exploring the
sciences of surfaces and interfaces.
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