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The classification of biological and medical datasets is essential to humanity. This study proposes a hyper
ellipse method based on mixed integer nonlinear program for classifying datasets. A linearization
technique with a number of piecewise line segments is used to treat nonlinear constraints, which aims to
obtain an approximate optimal solution. Numerical examples are presented to demonstrate the efficacy
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1. Introduction

Rapid developments in computer science have highlighted the
increasingly important role of data classification in daily life. This
problem has elicited considerable attention in biological and
medical research. One of the major issues is classification techni-
que [4,9,7,15,19,20,22], which ascertains the specific criteria of the
dataset. Each object in a dataset that contains several objects with
certain attributes belongs to a specific class. The technique is used
to find a classification rule that accurately describes the features of
a specific class. The methods include decision tree [5,18] and
hyper-plane support vector methods [6,17,20,26,32,30,34]. In
order to evaluate the performance of the classifiers, Li and Chen
[20] proposed three criteria as (i) accuracy: a rule that fits one
class should not cover the objects of other classes. The higher the
accuracy of a rule, the better the performance will be. (ii) Support:
a rule that is a good fit for a class should support most of the
objects in that class. (iii) Compact: a good rule should be expressed
in a compact way. The smaller the number of rules used, the better
the rules will be.

Two well-known methods are used to induce classification
rules. First is decision tree method, which has been developed in
the last decades [5,24,25]. The method is widely applied to real-
world cases such as fault isolation in an induction motor [23],
classifying normal and tumor tissues [33], skeletal maturity
assessment [1], and proteomic mass spectra classification [12].

Taking a classification problem with two attributes is shown in
Fig. 1, as an example, where “o” represents a first-class object, and

“w.n

o’ represents a second-class object. Fig. 1 depicts a situation
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where a non-linear relationship exists between objects of two
classes. Fig. 2 shows that the decision tree method requires nine
branch lines to classify these objects exactly.

However, decision tree method is a heuristic approach that
only induces feasible rules. This method splits the data into hyper-
rectangular regions using a single variable (i.e., attribute). A huge
number of variables may be used to split a rule, which generate
various rules to classify all objects [20].

The second one is support vector hyper plane technique [28]. The
technique separates observations on different classes via different
kernel functions such as linear and nonlinear. The applications are
widely discussed such as selecting features and extracting rules from
gene expression data of cancer tissue [8], lung cancer detection [13],
and other applications [17,21,26]. In Fig. 1, for example, a support
vector hyper plane method requires a critical kernel nonlinear
function to discriminate the objects as shown in Fig. 3. That is, it
requires computational cost to construct a kernel matrix in training
step [31]. Although support vector hyper plane method with non-
linear kernel function can use one support vector line, high compu-
tational cost in constructing kernel matrix to separate objects into a
distinct group [31].

Alternatively, a hyper sphere method [14] can classify objects
with better accuracy, support and compactness than decision tree
method. However, taking the objects in Fig. 1 as an example, it is
difficult to classify these objects (See Fig. 4) since we need four
rules (i.e., hyper spheres). This study therefore proposes a novel
hyper ellipse method with piecewise linearization technique [2] to
use much fewer rules. Then the hyper ellipse model is reformu-
lated by using piecewise linearization approach with a number of
binary variables and constraints for the piecewise line segments.
The error in linear approximation decreases as the number
of break points used in the linearization process increases.
An approximate global optimal solution can be obtained by using
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Fig. 1. A classification problem with two attributes.
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Fig. 2. Classify objects by decision tree method.
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Fig. 3. Classify objects by support vector hyper plane method.

the proposed method. The concept of the hyper ellipse method is
depicted in Fig. 5, where only one union of two ellipses is required
to classify the objects. All objects of class “e” are covered by the
union of two ellipses, and those that are not covered by this union

Fig. 5. Classify objects by hyper ellipse method.

belong to class “o”. As a result, it derives rules with higher rates of
accuracy, support, and compactness than those obtained by exist-
ing methods.

The remainder of the paper is organized as follows: Section 2
formulates a classification model of hyper ellipse; Section 3
proposes a classification algorithm; Section 4 presents numerical
examples to demonstrate the efficacy of the proposed method,
and Section 5 contains concluding remarks.

2. A hyper ellipse method

The three criteria for evaluating the quality of classification
technique proposed by Li and Chen [20] indicate that the classi-
fication rules directly affect the rates of accuracy, support, and
compactness. This study then formulates a model to find the
highest rates. The following notations are used to facilitate the
discussion:

aij the jth attribute value of the ith object.

a; normalize a;; as a;; = (a;j—a,)/(@—a;) where 0 <a;; <1,
a; is the largest value of attribute j; and g, is the smallest
value of attribute j.

he g the jth center value of the kth hyper ellipse for class t.
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bex;j the jth semi-axis length of the kth hyper ellipse for class t.

Uy decision 0-1 variables. u;;, =1 if object i is covered by
E;x; otherwise, ug;, =0.

n(t) the number of objects in class t.

Ci the ith object belonging to class ¢; e {1, ...,g}.

m the number of attributes.

R, a rule to describe class t.

K, a set of hyper ellipses belonging to class t, where K; =
{1, ceey kt}.

Eck the kth hyper ellipse for classifying objects of class t.

UE; the number of independent hyper ellipse and unions of

hyper ellipses.
X =(aj1,02,...,0im; C;) a general form of expressing an object x;.
Erge = (Merrs heeas - Regems Deacas bekzs - berm) @ general form of
expressing a hyper ellipse E;.

Two and three dimensions (i.e., two attributes and three
attributes) are taken as examples to illustrate an ellipse and an
ellipsoid, respectively, as shown in Fig. 6. Fig. 6(a) shows the
centroid of the ellipse as (hy1,h¢k>), and the semi-axes of the
ellipse as (b¢k.1,brx2). Fig. 6(b) depicts the centroid of the ellipsoid
as (heg1.hego.hegs), and the semi-axes of the ellipsoid as
(bek1,brr2,beks). Increasing the number of dimensions to m (i.e.,
m attributes), where m > 3, yields a hyper ellipse.

This study considers the following non-linear model as a
classification program, where the accuracy rate is fixed to 1.
Hyper ellipse model

Maximize
Z ut,i,k (1)
ielt
subject to
m . .
,21[<au—hf,,q-)2/b?,k,,-] <T+M(1-ugy) Viel®, @)
] =
m ' 2 1.2 . —
_E][(ar‘j*ht,lq) /bl >1 vitel, 3
] =

where ug;,€{0,1} Viel", M is a large enough constant,
hekj. bexj >0, and the sets, I™ and I” are defined as

IT ={ili=1,2,...,n, where object ie class t}, 4)

I” ={i"li"=1,2,...,n, where object i'¢ class t}. (5)

Objective (1) states that objects for all ieI* could be covered
by hyper ellipse E;; as much as possible. In constraint (2), if
u;x = 1, then object i is covered by hyper ellipse E,, whereiel™".
Constraint (3) enforces that object cannot be covered by hyper
ellipse E¢x, where iel .

Li and Chen [20] indicate that the rates of accuracy, compactness,
and support for R; in the hyper ellipse model are defined as follows:

Definition 1. The accuracy rate of a rule R; in the hyper ellipse
model is fixed as AR(R;) = 1. That is, the rule that fits one class
never covers the objects of other classes.

a

t.k,12 hr,k,l)

Definition 2. The support rate of rule R; in the hyper ellipse model
is specified by the following items:

(1) If Yrckueix=>1 belongs to class t, then U;;=1; otherwise
U;;=0 for all i and t, where K indicates the hyper-ellipses set
in class t.

(ii) SR(Re) = X1+ Uei/n(b),

where n(t) indicates the number of objects belonging to class t.

Definition 3. The compact rate of a set of rules (Ri,...,Rg) is
defined as
g
CRRR1,...,Re)=g/ 21 UE;. (6)
t=

where UE; represents the number of hyper ellipses and unions of
hyper ellipses for class t

A union of hyper ellipses indicates that the object is covered by
different hyper ellipses, as shown in Fig. 7. Furthermore, the
objects of class “o” are covered by two ellipses (i.e., E1; and E;>)
and a union of three ellipses (i.e., E; 3 U E1 4 U E; 5), and the objects
of class “e” are covered by one union of two ellipses
(ie, Ex1 U Ezyz) such that UE| =3, UE; =1, and CR(R{,Ry) = 2/4.

Finding a global solution for a hyper ellipse model that
maximizes a linear objective function subject to a set of nonlinear
non-convex constraints is difficult. This study utilizes a piecewise
linearization technique to convert a hyper ellipse model into a
mixed-integer linear program, which can be solved by a global
solution. The following proposition is considered:

Proposition 1. L(f;(x1, X»)) is denoted as an approximate piecewise
linear function of f1(x1, x2). To simplify the presentation, we assume
that x, and x, have the same number of break points (i.e., m+1). We
consider ¢11 <Xy <Cimy1 and Ca1 <Xz < Camy1. Then, the interval

(ht_.k,l > hx,k,z > ht,k,3)

Fig. 6. The concept of hyper ellipses. (a) An ellipse, (b) an ellipsoid.
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[€11. Cim+1] is partitioned into sub-intervals via the break points

(i.e., C1,1> €12, ---,Cl,m+1)- where Cl1<C2<.. <O m<Cim+1-
Similarly, [c21, Cam41] IS partitioned into sub-intervals with
€21 <C22<..<Cam<Camy1- Then L(f,(x1, X2)) is expressed as fol-
lows:
m+1
Fax1,%2) = L(f5(x1,%2)) = Z > fz(C1 K> 2.k )k ey » (7)
ki=1k, =
m+1 m+1
X1= Y X ClLi®k k> €))
ki =1k, =1
m+1 m+1
Xa= Y X Cok®hiky 9)
ki=1ky =1
m+1 m+1
Y Wkk, =1, (10)

ki=1ky=1

W,y ey T Oy ky +1F Oky 1k +1 = Uk ke Vki=1,...m, ky=1,....m, (11)

Ok, ke, F Oy 410 F Oy 410 +1 = Vigk, Yki=1,...m, ky=1,...m, (12)

m m
Y X Uk +Vigk) =1, (13)

ki=1ky=1

where wy, , =0 and uy, ,, Vi, x, €{0,1}.

Proof (Refer to Beale and Forrest [3]). Constraints (10) to (11)
imply that if uy, , =1, then wy, g, + o, k,+1+ @k +1k,+1 =1 and
L(f1(X1,%2)) =f(C1k,» Coky) @heyky HF (CLy s Coky + DOk ks +1 +F (C1sey 415
C2ky+1)Pky + 14, +1- FUNCEION f1(Xq, X2) = fkd/bf,q is assumed to be

approximately linearized as f;(x1, x2) =~ L(hth/bth) o

Remark 1. Both functions f,(x1, X2) = hth/bth and f5(xy) =
1/bt «j can be linearized as

m+1
fz(xhXZ)—htk,//btk,)*L(htk,}/btk,])— Z Y Cik/CpyDhkys (14)

ki=1k =1

fa(Xz)—l/bth—L(l/bsz)— Z Z 1/ 4, @k, k- (15)

(2—

This study applies the piecewise linearization technique to
approximate the optimal solution in each iterative computing.
The technique is to refine the hyper-ellipse region in the linearized
program. This means that the more piecewise line segments are
used in the hyper ellipse model, the more exact regions of hyper
ellipse can be defined. This technique aims to find the high rates of
accuracy, support, and compactness. Section 3 discusses an itera-
tive algorithm that identifies high rates.

3. The proposed algorithm

The proposed classification algorithm attempts to find the
highest rates of accuracy, support, and compactness by using the
following procedure:

Algorithm.

Step 1. All attributes are normalized (i.e., rescale a;; ;= aij—a; )/
(@;— a)tobeO<a <1).

Step 2. t=1 and k=1 are initialized.

Step 3. The linearized hyper ellipse model is solved to obtain the
kth hyper ellipse of class t(i.e. E;). Temporarily remove
the objects covered by E;; from class t.

Step 4. We assume that k = k+ 1 and repeat Step 2 until all objects
belonging to class t have been assigned to the hyper

ellipses of the same class. (Exception: Step 4 is conducted
if the hyper ellipse E;; only covers one object.).
Finally, indicating the number of hyper ellipse k; =k in
class t.

Step 5. The objects that were temporarily removed from class t in
Step 2 are restored. We assume that k=1 and t =t+1, and
Step 2 is repeated until all classes have been processed
(e, fort=1,...,8).

Step 6. Object i belonging to class t is calculated whether at least
one object is covered by one of the E;j for k=1,....k;
U;i=1 if yes, otherwise U;;=0 for t=1,...,g and i=
1,...,n.

Step 7. The number of independent hyper ellipses and unions of
hyper ellipses in UE; is calculated for t=1,...,g.

Step 8. SR(R;) for t=1,...,g and CR(Ry, ..., Ry) is output.

The optimal classification scheme to classify objects most
efficiently can be designed based on Steps 1 to 7. Fig. 8 shows
the flowchart of the algorithm.

4. Numerical examples

This section conducts computational experiments to evaluate
the performance of the proposed model in terms of accuracy,
support, and compactness rates. All test problems are solved by
CPLEX [16] using the CPLEX MIP Solver to solve the correspond-
ing mixed integer formulations of each linearized hyper ellipse
model. The CPLEX MIP Solver can solve the linearized model by
branch and bound solver to obtain a global optimum. All
experiments are run on a PC equipped with an Intel Core i5-
2430 M CPU, 8 GB RAM, and Windows 7 (64-bit) operating
system.

This study uses the following three testing datasets in the
experiments:

(i) The Iris flower dataset compiled by Sir Ronald Aylmer Fisher [11].
(ii) The European barn swallow (Hirundo rustica) dataset, which
contains information obtained by trapping individual swallows
in Stirlingshire, Scotland between May and July 1997 [4,20].
(iii) The HSV (highly selective vagotomy) patients dataset of
F. Raszeja Memorial Hospital in Poland [10,20,29].

However, according to three criteria proposed by Li and Chen
[20], the data are mainly training sets where no testing sets are
separated. It aims to evaluate the methods whether it is useful
for the dataset. Therefore, this study compares the proposed
method with decision tree method [20] and hyper sphere
method [14]. Experimental reports are discussed in Sections
4.1-4.3, and a limitation of the proposed method is described in
Section 4.4.

4.1. Iris flower dataset

The Iris flower dataset contains 150 objects, each of which is
described by four attributes (1: sepal length; 2: sepal width; 3: petal
length; 4: petal width) and classified into one of three classes (i.e., 1:
setosa; 2: versicolor; 3: virginica). All objects were taken as testing
dataset to solve the proposed linear program with 32 piecewise line
segments. We then induce six hyper ellipses (ie, E;;eclass 1,
Ey1, Exp eclass 2,and Esy, Esy, Esy eclass 3). The induced classifi-
cation rules are reported in Table 1, which lists an independent hyper
ellipse (i.e., E1,1 ), 2 unions (i.e., Ezy] @] EZ,Z and E3,1 U E3,2 @] E3_3) of
hyper ellipses, centroid points and semi-axes lengths of the hyper
ellipses. The rules are discussed as follows:
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Step 0

Normalize all attributes

( Step 1 J
t=land k=1

Step 2

h 4

Model for k'th hyper | from the dataset, temporarily
ellipse of class ¢

Solve Hyper Ellipse Remove the objects covered by E,

Steg. 3

Are all objects of
class ¢

processed?

Restore the objects that
Step 4 were temporarily removed
Are all classes from class ¢ in Step 2, and |—
processed? t=t+1; k=1
No
Step 5 o
Calculate whether object i is covered by
E,x; Ui=1 if yes, otherwise U, =0 (for all ¢
and )
Step 6
Calculate the number of independent hyper
ellipses and unions of hyper ellipse in UE;
A
Step 7
Output{Rates of support and compactness}
End
Fig. 8. Flowchart of the proposed algorithm.
Table 1
Centroid points and semi-axis lengths of the Iris dataset derived by the proposed method.
Rule # Unions of ellipses Ecx heger/bek hegez /be o higes /bexs hega/bera
Ry Ei Er; 0.000/1.491 2.120/4.047 0.000/1.200 0.000/2.534
R, Eyi UEy; Ex 1.095/2.205 1.372/5.541 0.389/0.123 0.549/0.111
Exs 0.306/2.425 1.608/1.798 0.666/0.109 0.637/0.017
Rs Esq UEs; UEs; Es; 0.000/14.398 0.000/0.879 1.219/0.717 0.960/0.185
Esz 3.811/115.776 0.000/489.276 0.762/0.019 0.388/0.073
E33 0.556/2.494 0.215/0.376 0.023/1.170 1.374/0.806
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Rule Ry in Table 1 contains a hyper ellipse E; 1, which implies that

® if ((a”—O) /1.491)+((a;, 2. 12)?/4.047)+((a;3—0)*/1.2)+
((‘114—0) /2.534) < 1, then object x; belongs to class 1. Other-
wise object x; does not belong to class 1.

Rule R, in Table 1 contains two hyper ellipses (E,; and E;3),
which implies that

® if ((a;;—1.095)°/2. 205)+((a,2—1 372)?/5.541)+((a;3—0.389)*/
0. 123)+((a,4—0 549)2/0.111) <1, then object x; belongs to
class 2, or

® if ((a;—0.306)%/2. 425)+((a1271 608)%/1.798)+ ((a;;—0.666)* /
0. 109)+((a —0.637)2/0.017) <1, then object x; belongs to
class 2.

® Otherwise object x; does not belong to class 2.

Table 2
Results of the compared methods for the Iris dataset (Ry,R2,R3).

Items Proposed method Decision tree Hype sphere method
ARRR1,R2,R3)  (1,1,1) (1,1,1) (1, 0.98, 0.96)
SR(R1,R2,R3) (1,1,1) (1,0.98,0.98)  (1,0.96,0.98)

CR 1 0.5 1

Table 3
Centroid points derived by the proposed method for the Swallow dataset.

1983

Rule R; in Table 1 contains three hyper ellipses (Es 1, E3» and
E;3), which implies that

o if ((a,]—0)2/14 398)+((a;,—0)*/0.879) +((a;5—1.219)*/0.717) +
((al4—0 96)2/0.185) < 1, then object x; belongs to class 3, or

e if ((a;;-3.811)%/115. 776)+((a ,—0)?/489.276)+ ((a;;—0.762)
/0. 019)+((a,4—0 388)2/0. 073)<1 then object x; belongs to
class 3, or

® if ((a;;—0.556)"/2. 494)+((a12—0 215)%/0.376)+ ((a;;—0.023)*/
1. 17)+((a,4—1 374)2/0.806) <1, then object x; belongs to
class 3.

® QOtherwise object x; does not belong to class 3.

The performance of the proposed method in deducing the
classification rules for the Iris dataset is compared with that of the
decision tree and hyper sphere methods. The experimental results
are listed in Table 2.

The accuracy rates of (Ry,Ry,R3) under the proposed method
are (1, 1, 1), indicating that none of the objects in class 2 or class
3 are covered by E;1; none of the objects in classes 1 or 3 are
covered by E;; and E,,; and none of the objects in classes 1 or
2 are covered by E3 1, E3,, and E3 3. The support rates of (Ry, Ry, R3)
are (1, 1, 1), indicating that all objects in classes 1, 2, and 3 are
completely supported by E;1, Ezi, Ean, Esq, E3p, and Ess. The
compactness rate of rules R;, R, and R; are computed as
CRR1, Ry, Rg)=3=1.

Rule #  Unions of ellipses  Erx  hygq/bera hegea/beka hers/beks hira/bika hiys/bes hire/bere her/beks hirs/bers
Ry Evq UE;, Ei; 473392574  0.328/0.727  3.785/68.012  0.169/1.001 0/4.109 0/151336.6 3.201/22.91  1232/3.772
E;,  0.654/2.645  0.766/1.443  0/1.407 0.511/1.459 0.113/0.444 1.094/1265  0.761/2.321  0.181/0.249
R, Ez1 UEss UEps E»;  0.395/8.378 1461/1.872  0/7.590 0.996/1.752 1484/14.486  1.489/11.904  0.220/0.844  0/3.741
E,»  0.447/0396  0150/0.169  0.279/0.959 0.590/0.306  1.170/2.272 1.210/14.928  0322/1.133  0/5.354
E»s  0/12.315 2.663/7296  0/15.882 1.748/12.346  0/168858.9 1.877/11127  0.229/0.940  0/19.106
Table 4
Results of the compared methods for the Iris dataset (R,Rz).
Items Proposed method Decision tree Hyper sphere method
AR(R1,R7) (1,1) (1,1) (097, 1)
SR(R1,R) (1,1) (1, 0.97) (0.97,1)
CR 1 0.3 0.1
Table 5
Centroid points derived by the proposed method for the HSV dataset.
Rule #  Unions of ellipses  E;i hyxy hyy2 hpes hyya his heie hyez hy s hy o hex10 hegein
Ry EiqU...UE7 Eiq 0 0.744 0.497 0.201 1.297 0.111 0.084 0.431 0.703 —0.082 —0.435
Eio 1 0314 0.224 0.76 0.179 2 —0.165 0.039 1.604 1134 1.265
Eq3 0.449 7.146 —5.112 —5.157 0.31 —6.208 —7.488 7.96 —2.253 —1.584 0.582
Eia 1.635 —3.159 3.436 0.442 0.279 —3.163 —4.939 0.399 —2.296 —3.627 1.462
Eis 0.191 7.644 0.326 0.064 —1.53 0.464 0.473 2.642 0.179 —0.681 0.892
Eis —0.001 —-2.173 0.207 0.433 —0.155 —8.065 1.202 3.308 —0.112 0.062 1135
Ei7 0.017 —0.526 0.514 0.058 —0.018 —0.079 0.44 0.12 0.835 0.025 0.793
Ry Eyq UEyy UEys Ezq 0 —-1.118 0.395 2.896 —4.037 0.254 0.178 —21.503 -0.79 0.074 0.639
Eso 0.628 0.388 3.507 0.493 -0.195 —0.344 0.211 0.715 1.597 0204 -0.716
Eys 0.475 0.214 —-0.111 —-0.171 0.911 0.441 0.349 0.371 —0.237 —0.466 0.301
Rs E3q E3;q 0 1.453 —0.141 3.593 —0.943 0.438 1.057 1.24 0.55 0.671 0.012
E3, Es> 0.18 0.406 0.577 0.609 —0.144 —0.103 0.168 —0.194 0.897 0.324 —-0.123
R4 E41 E4q 1 0.479 —0.122 24.682 —21.093 30.932 —13.654 35.391 —24.189 0.139 39.425
E4o E4> 1 12.773 0.421 0.342 0.126 —-0.114 0.579 1.267 0.283 0.152 —3.019
E43 Es3 1.021 0.351 —10.627 —5.166 0.202 1.949 0.063 —5.886 0.089 —6.09 6.597
Esy Esa 0.56 —0.512 0.157 0.579 —0.005 —0.014 —0.141 0.588 0.276 —0.022 0.89
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Table 6

Semi-axis lengths derived by the proposed method for the HSV dataset.

bers

b7

birs beks

bera bes bira

bea

Et,k

Unions of ellipses

Rule #

ber

be1o

b tk9

26213 090
22934.65
2.684
9.158
3.989

0.301

0.544
16.045
69.17

36264 300

0.488

0.599
23.008
542.556

0.154
15.347
182.989
7160.408

10.745
0.156

0.266

0.647
0.069
138.5

2.241

4.957
31.807
82.359

Ry

1918
1.744
1.196
3.477

2481
16.145
54.222

2427

0.058

1.523

0.26

24.955
0.353
1.473
2.144
5.312

2318.924
3.892
39.983
106.733
1.446

315.22
20.919
9.185
1.589
0.528
8.297

22.493
1.065
3.596
6.301

143 538.8

89354.84
8.045
11.019
8.599
1.041

1563 767 000

279.576
5.284
17.026
39
1.341
39.177
4.694
1.7

165.786
7.813
2.068
1.94

0427
3620.245
107.934
379.603
127.361
1.558
13.386

218.398
1.83
0.981

2052.08
1.524
1.605
87.633
1.211

2 642 085 000

1134
1.388
6.993
1171

5.181
93.93

14.996
210.784

Eza

R>

Ez1 UEyy UEys
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0.194
1.548

0.89

8.749
1.446
0.684

0.949
1.57
149.685

Eza

1.617

1.553
7.495

1.638
2343
0.884

22 386.67

1.466
0.712

1.2
167.056

1.366
432.372

Eys

0.189
0.148

159.744
1371

E3q

Es;

Rs

1.581
7.016

1.497

15977.12

1.666

21218.82

3

3

1.2
23.132

645.265

1.251
237.942
120.127

Es;

E3p

4925.845
20.025

3254.544
7.281

5049.663
0.682

4342.534
3.736

E4a

Eq1

R4

0.255
1338.22

3.128
15.567

11.027

5.003
33.94

2.677
464.303

Egp

E4p

486.132
1.956

83.788
1.912

1.797
1.736

0.732
1.787

290.558
1.722

6.207
2.013

62.618

Eq3

Eq3

4186

1.614

1.288

1454

1.266

Eqq

Eqq

The decision tree-based method in Table 2 induces rules for the
same dataset. For example, the following 6 branch lines indicate
that AR(Ry, Rz, R3)=(1, 0.98, 0.98), SR(R;, Ry, R3)=(1, 0.98,
0.98), and CR(Ry,R;,R3)=3/6=0.5.

® R;: if (a;3 < 3) then objects i belong to class 1.

® Ry: if (ai3=3)N(aiz<5 N(aa<17) or if (a;3>5nN
(ai4 < 1.8) (aj4 > 1.6) then objects i belong to class 2.

® R3: if (ai3=3)N(ai3<5 N(@s<18)N(as>17) or if
(a3 =5) N(aj4 <1.6) or if (a;3 >3) N (a;4 > 1.8) then objects i
belong to class 3.

The hyper sphere method was reported by Huang et al. [14],
whose method has two hyper spheres and one union hyper
sphere. The report indicates AR(R1,R2,R3)=(1, 1, 1), SR(R1,
R2, R3)=(1, 0.98, 0.98) and CR(R1, R2, R3)=3/3=1.

These methods demonstrate excellent performance in terms of
accuracy, support and compactness. The proposed method out-
performs the other two methods.

4.2. Swallow dataset

The European barn swallow (Hirundo rustica) dataset was
obtained by trapping individual swallows in Stirlingshire, Scotland,
between May and July 1997. The dataset contains 69 objects (i.e.,
swallows), each of which is described by eight attributes and
classified according to its gender.

The dataset is solved by the linearized hyper ellipse model with
32 piecewise line segments to induce the classification rules.
Table 3 lists the optimal solutions (i.e., centroid points and semi-
axis lengths) for rules R; and R,. The performance of the proposed
method in inducing classification rules is compared with that of
the decision tree-based [20] and hyper sphere method [14]. The
comparison result is listed in Table 4.

4.3. HSV dataset

The HSV dataset [29] contains information on 122 patients
divided into four classes. Each patient has 11 pre-operative
attributes. To maximize the support rate, the linearized hyper
ellipse model is solved with 32 piecewise line segments, which
generates six independent hyper ellipses and two unions of hyper
ellipses. The centroid points and semi-axis lengths of the hyper
ellipses are shown in Tables 5 and 6, respectively. The decision tree
method generates 24 rules on the HSV dataset, and the hyper
sphere method uses 7 hyper spheres and three unions of hyper
spheres. The details are listed in [14]. Table 7 compares the rates
(i.e., AR, SR, and CR) derived by the compared methods. The
proposed method achieves the best performance.

4.4. Limitation of the hyper ellipse model
The hyper ellipse model is solved by the most powerful mixed-

integer program software CPLEX [18]. An optimization technique
was applied by using branch and bound solver. The experimental

Table 7
Comparison of the results derived by the three methods on the HSV dataset
(R1,R2, R3, Ry).

Items Proposed Decision tree Hyper sphere

method method
AR(R1,R2,R3,Ry) (1,1,1,1) (0.93,0.81,0.7,0.71) (1,1,1,1)
SR(R1,R2,R3,Ry) (1,1,1,1) (0.93, 0.72, 0.78, (09,1,1,1)
0.71)
CR 0.5 0.17 0.4
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Table 8
Different piecewise line segment of the Iris flower data set (Ry, Rz, R3).

Items No. of piecewise line segments

8 16 32
AR(R1,R2,R3) (1,1, 1) (1,1,1) (1,1,1)
SR(R1,R2,R3) (1,0.8,0.8) (1,09,1) (1,1,1)
CR 0.6 0.9
Solving time (min) 1 2 5

Table 9
Different piecewise line segment on the Swallow data set (Rq,R).

Items No. of piecewise line segments
8 16 32
AR(R1,R2) (1,1) (1,1) (1,1)
SR(R1,R2) (0.7, 0.8) (0.8, 0.9) (1,1)
CR 0.5 0.8 1
Solving time (min) 0.9 1.5 4.4
Table 10

Different piecewise line segment on the HSV dataset (R, R, R3, Ry).

Items No. of piecewise line segments

8 16 32
ARRy, Ry, R3,Rq) (1,1,1,1) (1111 (1L1,1,1)
SR(R1,R2,R3,R4) (0.8, 0.7, 0.9, 0.8) (09,09,1,1) (1,1,1,1)
CR 0.3 0.4 0.5
Solving time (min) 0.8 19 4.8

results reported in the Sections 4.1-4.3 illustrate that the useful-
ness of the proposed method is better than that of the current
methods, including the decision tree method and the hyper sphere
method. Solving the hyper ellipse model, which is reformulated by
linearization technique using 32 piecewise line segments, takes
approximately 5 minutes for each dataset that runs on CPLEX (i.e.,
Sections 4.1-4.3).

By surveying the piecewise linearization technique in the three
datasets, Tables 8-10 show the experimental results of solving time
with different number of line segments used in the linearization
process by the presented method. More break points can derive an
approximately global solution with higher rates of support and
compactness by linearly approximating the nonlinear terms. The
presented method requires much longer computation time, especially
when the number of piecewise line segments is increased. The rates of
support and compactness also become higher.

The present method requires extra numbers of binary variables
and constraints to reformulate the approximate piecewise line seg-
ments. The computation time for solving a linearized hyper ellipse
program increases rapidly as the numbers of line segments increase.
The computation time of the proposed method is also slower than that
of the decision tree and the hyper plane method, especially for large
datasets or a great number of piecewise line segments. Maybe a
mainframe-version optimization software [27,30,32] integrating meta-
heuristic algorithms or distributed computing techniques can enhance
the speed of solving this program.

5. Conclusions
This study proposes a novel method for inducing rules to

classify objects with various classes. In solving a mathematical
program, the proposed method generates a set of hyper ellipses to

classify objects of the same class. The solutions are approximated
to optimum because of linearization techniques. The proposed
method also obtains high values in terms of accuracy rate (AR),
support rate (SR), and compact rate (CR), which are better than the
current methods. On the other hand, the proposed method is
guaranteed to find an optimal rule, but the computational com-
plexity grows rapidly as the problem size increases. More inves-
tigation and research are required to further enhance the
computational efficiency of globally solving large-scale classifica-
tion problems such as the solutions run in mainframe-version
optimization software, integrate meta-heuristic algorithms, or use
distributed computing techniques.
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