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Abstract—In multiple-input–multiple-output (MIMO) trans-
mission, precoding has been considered a promising technique
to improve the system performance. In general, the criterion of
precoder design depends on the detector used at the receiver.
For the maximum-likelihood (ML) detector, the criterion is to
maximize the minimum distance of the received signal constel-
lation. Unfortunately, the derivation of the optimum solution is
known to be difficult, and suboptimum solutions have then been
developed. One promising approach confines the precoder having
an X-structure. Several methods have been developed to solve
the X-structured precoder. However, most of them use numerical
searches to find their solutions and require lookup tables during
run time. In this paper, we propose a systematic design method to
solve the problems. The proposed precoder has a simple closed-
form expression, and no numerical searches and lookup tables are
required. Simulation results show that the proposed method can
yield almost the same performance as the existing methods. We
also consider the problem of joint source/relay precoder design
in a two-hop amplify-and-forward MIMO relay system. Since
the problem is much more involved and a closed-form solution
is intractable to find, we then extend the use of the proposed
X-structured precoder so that the problem can be reformulated
as a simple scalar-valued optimization problem. Simulations show
that the proposed method can significantly outperform existing
joint design methods.

Index Terms—Free distance, geometric mean decomposi-
tion (GMD), maximum-likelihood (ML) detection, MIMO,
multiple-input–multiple-output (MIMO) relay systems, spatial
multiplexing, X-structured precoder.

I. INTRODUCTION

IN RECENT years, the multiple-input–multiple-output
(MIMO) technique has been widely adopted in wireless

communication systems. In MIMO systems, it is well known
that transmission with spatial multiplexing can provide higher
spectral efficiency without bandwidth expansion [1], [2]. How-
ever, its performance heavily depends on the condition number
of the channel matrix [3]. Precoding is an effective method to
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overcome this problem. With a low-rate feedback link, channel
state information (CSI) is acquired at the transmitter, and a
precoder can then be designed and applied.

The precoder design problem has been extensively studied in
the literature. For the mutual information criterion, a method
that is referred to as mercury/water-filling [4] was proposed
for parallel Gaussian channels, and the obtained precoder,
being diagonal, is shown to be the optimum power-allocation
scheme. For general MIMO channels, an iterative algorithm
was proposed in [5]; however, optimality is not guaranteed. The
globally optimum and low-complexity suboptimum precoders
have been also proposed in [6] and [7], respectively. Except for
mutual information, there are also other criteria used for the pre-
coder design. Precoders that maximize the signal-to-noise ratio
(SNR) or achieve the minimum mean square error (MMSE)
were developed for linear receivers in [8]–[11]. Although the
computational complexity of linear receivers is low, the per-
formance is often not satisfactory. Two nonlinear receivers are
well known, i.e., successive interference cancelation (SIC) and
maximum-likelihood (ML) detection. The optimum precoder
for the QR-SIC receiver [12], minimizing the block error rate
(BLER), has been solved with geometric mean decomposition
(GMD) [13], [14]. In addition, the optimum precoder for the
MMSE-SIC receiver was also solved with uniform channel
decomposition [15]. It is known that the performance of an
ML receiver is dominated by the minimum distance of received
signal constellations, which is referred to as free distance. It
is a common criterion used for the precoder design of an ML
detector [16]–[20]. Unfortunately, finding the precoder that
maximizes the free distance is known to be difficult; the opti-
mum precoder remains unsolved. Note that mutual information
can have a lower bound expressed by a function of free distance,
and the bound will become tight when the SNR is high [7].
However, the solutions in [5]–[7] do not have closed-form
expressions; their implementations require high computational
complexity.

Recently, a promising suboptimum approach for the ML
receiver has been developed. It first adopts singular value
decomposition (SVD) to transform the MIMO channel into
parallel subchannels. Then, the subchannels are paired to obtain
a set of 2 × 2 MIMO subsystems, and 2 × 2 subprecoders are
designed to maximize the free distance in the MIMO subsys-
tems. We refer to this approach as precoding with X-structure,
which has been considered in [17]–[19]. Precoding with
X-structure not only facilitates the precoder design but yields
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a low-complexity ML receiver as well since we only have
to deal with 2 × 2 MIMO subsystems. For 4-quadrature
amplitude modulation (QAM), the optimum complex-valued
subprecoder was first found in [16]. The result was extended
to higher QAM constellations in [20]; however, optimality no
longer held. Recently, an orthogonal subprecoder derived from
a rotation matrix has been proposed in [18]. The advantage of
this approach is that the design complexity can be reduced.
However, the closed-form expression of the optimum rotation
angle is only available for 4-QAM. A numerical search is
required for the angle in higher QAM constellations. More
recently, an optimum real-valued subprecoder has been de-
veloped [19]. It also requires the numerical search in design
and lookup tables in run time. In this paper, we propose a
design method for the X-structured precoder. The main idea
is using the GMD method in the subprecoder design. With
the proposed method, no numerical searches are required in
the design phase, and no lookup tables are required during the
application phase. Simulation results show that the performance
of the proposed method is almost as good as the existing
methods.

In recent years, cooperative communications have been con-
sidered as a promising method to improve the performance
of point-to-point MIMO systems [21], [22]. By employing
relays between the source and the destination, the signal can
be transmitted via the source-to-relay and then the relay-to-
destination link. Multiple antennas can be equipped at each
node to form a MIMO relay system. In the MIMO relay system,
both the source and relay nodes can conduct precoding, which
is referred to as joint source/relay precoding. Several joint
precoder designs for amplify-and-forward (AF) MIMO relay
systems have been proposed. In [23] and [24], the precoders
maximizing the channel capacity were developed. In [25]–[31],
the precoders using the MMSE criterion were designed for the
linear receivers. To the best of our knowledge, the joint precoder
design in the MIMO relay system with an ML receiver has
yet to be considered. We then extend the proposed method
to the MIMO relay system. However, the problem becomes
much more involved in this case, and a closed-form solution
is difficult to obtain. To solve the problem, we propose iterative
methods to derive the source and relay precoders alternatingly.
First, assume that the relay precoder is given; the source
precoder design can then be easily solved by the proposed
MIMO precoder. Then, with the solved source precoder, the
relay precoder can be solved and updated. The derivation
of the relay precoder for a given source precoder, however,
is much more complicated due to the fact that the MIMO
relay channel is a nonlinear and complicated function of the
relay precoder. We then propose two methods overcoming
the problem such that the relay precoder can be efficiently
solved with the Karush–Kuhn–Tucker (KKT) conditions [32].
Simulation results show that the proposed methods significantly
outperform existing methods.

The remainder of this paper is organized as follows:
Section II briefs the system model we use. Sections III and IV
describe the proposed design methods for MIMO and MIMO
relay systems, respectively. Section V reports the simulation
results, and finally, Section VI draws conclusions.

Fig. 1. System model for a precoded spatial-multiplexing MIMO system.

II. SYSTEM AND SIGNAL MODELS

Consider a precoded spatial-multiplexing MIMO system
with Nt transmit antennas and Nr receive antennas, as de-
scribed in Fig. 1. Let x = [x1, x2, . . . , xM ]T denote the M × 1
symbol vector, where (.)T represents the transpose operation.
In spatial multiplexing, each entry of x is independently chosen
from a finite-set constellation X . For L-QAM, X is given by

X =
1√
K

{
±a± bj|a, b ∈ (1, 3, . . . ,

√
L− 1)

}
(1)

where K = (2/3)(L− 1). Let H denote the Nr ×Nt channel
matrix, which is assumed to be perfectly known at both the
transmitter and the receiver. In addition, we assume that M =
Nt ≤ Nr and that H remains unchanged for a given precoding
period. Using the CSI at the transmitter, we can design an
Nt ×M precoding matrix M and conduct precoding by left-
multiplying M on x. In general, the power of M has to be con-
strained, i.e., tr{MHM} = PT , where (.)H is the Hermitian
transpose operation, and PT is a constant. The received symbol
vector can then be expressed as

y = HMx+ n (2)

where n is the Gaussian noise vector. Assume that each entry
of n is identically and independently distributed (i.i.d.) with the
covariance matrix of σ2

nINr
, where σ2

n is the noise variance,
and INr

denotes an Nr ×Nr identity matrix. At the receiver,
the ML detector searches all possible symbol vectors to obtain
an estimate x̂ such that

x̂ = min
x∈XM

‖y −HMx‖ (3)

where XM is a set consisting of all possible transmitted symbol
vectors. Let di,j denote the distance between two distinct
received symbol vectors HMxi and HMxj . The free distance
of a MIMO system is then defined as

dfree
Δ
= min

i�=j
di,j = min

xi,xj∈XM ,xi �=xj

‖HM(xi − xj)‖ . (4)

The error probability of (3) can then be represented as

Pe =
1

LM

LM∑
i=1

LM∑
j=1,j �=i

Pij (5)

where Pij is the probability that transmitted symbol vector xi

is falsely detected to some other xj . If dfree is much smaller
than other di,j’s, then we can assume that Pe will be dominated
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by (4). Under this assumption, the design criterion for M can
be chosen as maximizing the free distance of a MIMO system.
This problem is known to be difficult since dfree depends on
discrete set XM . Note that error probability Pe is also referred
to as the BLER in this paper.

A recently developed method to overcome the problem is
the application of the X-structured precoder [17]–[19]. To do
that, H is first transformed into parallel subchannels, and
precoding is applied on the subchannels. Using SVD, we
can have H = UΣVH , where U is an Nr ×M matrix, Σ
is an M ×M real-valued diagonal matrix, and VH is an
M ×Nt matrix. Note that UHU = VHV = IM and Σ =
diag(λ1, λ2, . . . , λM ), where λi’s are the singular values of
H. Let λi’s be arranged in a descending order, i.e., λ1 ≥ λ2 ≥
· · · ≥ λM > 0 and M = VF, where F is an M ×M matrix.
Left-multiplying UH on y, we can have the equivalent received
signal model as

r = ΣFx+ n′ (6)

where r = UHy and n′ = UHn is the noise vector with the
same covariance matrix as n. In what follows, we will refer to F
as the precoder since M can be derived if F has been obtained.
Note that the power constraint of the precoder still holds, i.e.,
tr{MHM} = tr{FHF}. Therefore, we can have the problem
reformulated as

max
F

min
x,x′∈XM ,x �=x′

‖ΣF(x− x′)‖

s.t.

tr {FHF} = PT . (7)

The diagonal structure of Σ in (7) greatly facilitates the deriva-
tion of the solution. The key idea is to apply an X-structure
on F, which means that subchannels ordered according to their
singular values are paired to obtain a set of 2 × 2 subsystems,
and 2× 2 subprecoders are designed to maximize the free
distance of the subsystems.

We first focus on the design of a 2× 2 precoder in (7). For
M = 2, Σ can be expressed as

Σ =

[
λ1 0
0 λ2

]
= ρ

[
cos γ 0

0 sin γ

]
(8)

where ρ =
√

λ2
1 + λ2

2 is the channel gain, and γ = tan−1(λ2/
λ1) is an angle related to the channel. Clearly, 0 < γ ≤ (π/4)
so that λ1 ≥ λ2 is satisfied. With SVD, F can be written as
F = UFΣFV

H
F , where both UF and VF are 2 × 2 unitary

matrices, and ΣF is a 2 × 2 diagonal matrix. It has been shown
in [16] that UF can be an identity matrix without affecting the
system performance for symmetric QAM modulations. Letting
VH

F = VF,1VF,2 [16], we can have F expressed as follows:

F =
√

PTΣFVF,1VF,2

=
√

PT

[
cosψ 0

0 sinψ

]
︸ ︷︷ ︸

ΣF

[
cos θ sin θ
− sin θ cos θ

]
︸ ︷︷ ︸

VF,1

[
1 0
0 eiϕ

]
︸ ︷︷ ︸

VF,2

(9)

where 0 ≤ ψ ≤ (π/2), 0 ≤ θ ≤ (π/4), and 0 ≤ ϕ ≤ (π/2).
Given a set of difference vectors, the subprecoder can be found
with (8) and (9) by a numerical search over all possible values
of ψ, θ, and ϕ. In [16], the optimum subprecoder for 4-QAM
was found, and its application to higher QAM constellations
was studied in [20]. Note that the subprecoder has complex
values. To reduce the design complexity, VF,2 in (9) can be set
as an identity matrix, yielding a real-valued subprecoder [19].
For further reduction of design complexity, ΣF can be set as an
identity matrix as well, giving an orthogonal subprecoder [18].
As mentioned, most existing subprecoders require numerical
searches in design or lookup tables in run time. In this paper,
we propose a design method to avoid these problems.

III. PROPOSED SUBPRECODERS FOR

MULTIPLE-INPUT–MULTIPLE-OUTPUT SYSTEMS

To avoid numerical search or lookup tables, we propose a
systematic design giving simple closed-form expressions for
any QAM sizes. To do that, we consider an alternative design
criterion in (7). Instead of maximizing the free distance itself,
we propose maximizing a lower bound.

A. Lower Bound for Free Distance

Considering the QR decomposition (QRD) of a full column-
rank matrix H, we can have H = QR, where Q is an Nr ×Nt

columnwise orthonormal matrix, and R is an Nt ×Nt upper-
triangular matrix with positive real-valued diagonal entries. Let
dmin denote the minimum distance of a QAM constellation.
From (1), we have dmin = 2/

√
K. In [14], it was shown that

the free distance of a spatial-multiplexing MIMO system can
be lower bounded by

dfree ≥ min
i

R(i, i)dmin = [R]min
2√
K

(10)

where R(i, i) denotes the ith diagonal entry of R, [R]min

represents the minimum value among R(i, i)’s, and the equality
holds when all R(i, i)’s are equal [14]. It can be seen that
the free distance is dominated by [R]min and K. Note that K
is independent of the channel matrix. Hence, maximizing the
lower bound of the free distance is equivalent to maximizing
[R]min. With a unitary precoder, the QRD of the equivalent
channel will have the property that

∏Nt

i=1 R(i, i) = C, where
C is a constant. Clearly, the lower bound in (10) is maximized
when R has equal diagonal entries. This precoder can be
obtained by GMD given by [13], [14]

H = Q̃R̃PH (11)

where Q̃ is an Nr ×Nt columnwise orthonormal matrix, P
is an Nt ×Nt unitary matrix, and R̃ is an Nt ×Nt upper
triangular matrix having equal diagonal entries. From (11), we
can have HP = Q̃R̃. In other words, P can be used as a
precoder so that the lower bound in (10) can be maximized.
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It can be seen that each diagonal element of R̃ is equal to the
geometric mean of R(i, i)’s, i.e.,

R̃(i, i) =

(
Nt∏
i=1

R(i, i)

) 1
Nt

. (12)

Note that P is independent of the QAM constellation, which
is a great advantage when designing the precoder for the ML
receiver. Although the GMD method is analytically tractable, its
corresponding free distance will be significantly degraded for
ill-conditioned channels. To overcome the problem, we propose
a method described in the following.

B. GMD-Based Subprecoder With Rank Deficiency

As discussed, we now focus on a 2 × 2 subsystem. Note that
for Σ with M = 2, FGMD has a simple expression as

FGMD =

√
PT

2

⎡
⎣
√

λ2

λ1+λ2
−
√

λ1

λ1+λ2√
λ1

λ1+λ2

√
λ2

λ1+λ2

⎤
⎦ . (13)

Furthermore, the resultant free distance can be also easily
obtained by

dfree,FGMD
=

√
PT ρ2

4
K

cos γ sin γ

2
. (14)

The derivations of (13) and (14) can be found in [14]. From
(14), we can see that dfree,FGMD

≈ 0 as γ approaches zero.
Note that γ is associated with the condition number of the
channel matrix. In other words, the performance of FGMD

can be significantly degraded for ill-conditioned channels. This
is because FGMD is a full-rank matrix and always uses two
subchannels for signal transmission. This structure constraint
becomes inefficient when the value of γ is small, and too much
power is allocated in the worse subchannel. This problem can
be avoided by pouring all the transmit power on the stronger
subchannel λ1 and maps the two bit streams into a scalar
symbol for transmission. In such case, the resultant subprecoder
will be rank deficient. From (9), it is simple to see that a
complex-valued rank-deficient subprecoder, which is denoted
by Fd,c, can be expressed as

Fd,c =
√

PT

[
cos θd,c sin θd,ce

jϕd,c

0 0

]
(15)

where 0 ≤ θd,c ≤ (π/4), and 0 ≤ ϕd,c ≤ (π/2). With (13) and
(15), we then propose a subprecoder expressed as

Fp,1 =

⎧⎪⎪⎨
⎪⎪⎩
√

PT

[
cos θd,c sin θd,ce

jϕd,c

0 0

]
︸ ︷︷ ︸

Fd,c

, for γ ≤ γ1

FGMD, for γ > γ1.
(16)

By letting N = 2(1/2) logL
2 − 1, the optimum angles for Fd,c

can be expressed as ϕd,c = tan−1(1/(2N +
√

3)) and θd,c =
tan−1(2 sinϕd,c) [16]. Threshold γ1 in (16) can be derived
by the channel angle satisfying dfree,FGMD

= dfree,Fd,c
, where

dfree,Fd,c
denotes the corresponding free distance of Fd,c.

Therefore, we can have γ1 = tan−1(2/(N2 +
√

3N + 2)).
We can also use a real-valued rank-deficient subprecoder,

which is denoted by Fd,r, to derive another subprecoder.
Note that Fd,r can be simply obtained by removing VF,2 in
(9). Let l = (1/2) log2(L) and θd,r = tan−1(2−l), where l ∈
{1, 2, . . . , 5}. We then propose an alternative subprecoder as

Fp,2 =

⎧⎪⎪⎨
⎪⎪⎩
√

PT

[
cos θd,r sin θd,r

0 0

]
︸ ︷︷ ︸

Fd,r

, for γ ≤ γ2

FGMD, for γ > γ2.

(17)

With the similar method used for Fp,1, we can have
γ2 = tan−1(2 sin2(tan−1(2−l))). From (16) and (17), we
can see that both Fp,1 and Fp,2 have closed-form expressions.
Thus, no lookup tables are required.

Note that the lower bound in (10) instead of dfree is used in
our design. Optimality then becomes a main concern. Since a
theoretical analysis is very difficult, we only provide a simple
qualitative analysis to this problem. It is easy to see that the
tightness of the lower bound in (10) is proportional to channel
angle γ. For well-conditioned channels, γ is large, and the
error due to the use of the lower bound will be small. For
ill-conditioned channels, γ is small, and the bound will be
loose; however, a rank-deficient subprecoder is used instead.
The subprecoder in [18], which is assumed to be orthogonal,
also suffers from performance loss for ill-conditioned channels,
whereas the subprecoder in [18], which is assumed to be
real, does not suffer from performance loss. When γ is small,
the scheme in [19] also applies a rank-deficient subprecoder.
Simulation results in Section V show that our proposed methods
can provide near-optimum results.

C. Extension to MIMO Systems for M > 2

For a MIMO system with M > 2, the X-structured precoder
allows a simple solution for the ML receiver. Assuming that
M is even, then every two subchannels can be paired to
yield (M/2) subsystems. Therefore, the 2 × 2 subprecoders
discussed in the previous sections can be directly applied.
Let the subchannels be ordered with respect to their sin-
gular values. Then, the X-structured precoder pairs the ith
and the (M − i+ 1)th subchannels, and the corresponding
channel gain and channel angle can be expressed as ρi =√

λ2
i + λ2

M−i+1 and γi = tan−1(λM−i+1/λi), respectively.

Using γi, we can construct the resultant subprecoder Fp,(i)

for the ith subsystem. Let each subprecoder have the unit-
power constraint, i.e., tr{FH

p,(i)Fp,(i)} = 1. In addition, let
dfree,i denote the free distance provided by the ith subsys-
tem, and dfree,min is the minimum value among all dfree,i’s.
Clearly, the overall system performance is dominated by the
subsystem with dfree,min. Hence, we can adopt a power-
allocation scheme aiming to maximize dfree,min so that the
performance can be further enhanced. Let Υ = diag(Υ1,
Υ2, . . . ,ΥM ′−1,ΥM ′ ,ΥM ′ ,ΥM ′−1, . . . ,Υ2,Υ1), where Υi is
the power allocated on the ith subsystem, and M ′ is the number
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TABLE I
COMPLEXITY COMPARISONS FOR SUBPRECODER DESIGNS

of subsystems. Similar to the method used in [17], the solution
of Υi is given by

Υi =
√

PT

(
d2free,i

M ′∑
k=1

1
d2free,k

)− 1
2

. (18)

With (18), we can see that Υ is to equalize the free distance
among all subsystems. That means the subsystem with a smaller
free distance will be allocated higher transmit power. It can
be easily verified that Υidfree,i ≥ dfree,min, and hence, the
performance is improved. With Υ, the resultant precoder is
still of X-structure. If M is odd, the ((M + 1)/2)th symbol
is then independently precoded and detected without coupling
another symbol. Note that computing Υi requires information
on dfree,i. In this regard, the proposed subprecoders are more
efficient since the free distance can be easily calculated.

D. Complexity Comparisons

First, we use the number of floating operations (FLOPS)
required in a precoding scheme as the measure for computa-
tional complexity. The complexity for conducting the SVD of
H is O(N2

rNt +N2
t Nr), that for calculating M is O(NtM)

FLOPS, and that for calculating r is O(N2
r ) FLOPS. The given

operations are involved in all the methods. Note that both the
orthogonal and real-valued precoders need lookup tables in
their applications, and this is an additional overhead that is not
required for the proposed precoders.

Next, we compare the ML-detection complexity in each
method. It has been shown in [19] that the ML-detection
complexity in a subsystem with the complex-valued precoder
is a function of O(L

√
L). The detection complexity can be

reduced to O(
√
L) when the precoder consists of real values.

Thus, the ML-detection complexity associated with Fp,1 is
higher than that with Fp,2. Nevertheless, the probability for the
event that γ ≤ γ1 decreases for large values of L. Therefore, the
detection complexity corresponding to Fp,1 can be also O(

√
L)

for higher QAM constellations. The complexity comparison for
all precoders is summarized in Table I.

IV. PRECODER DESIGN FOR MULTIPLE-INPUT–
MULTIPLE-OUTPUT RELAY SYSTEMS

Here, we will consider the precoder design in two-hop
AF MIMO relay systems. Similar to the conventional MIMO
system, we can conduct precoding at both the source and relay
nodes. These two precoders can be jointly optimized for further

Fig. 2. System model for a precoded spatial-multiplexing MIMO relay
system.

performance enhancement. Note that the ML receiver is used at
the destination.

A. Problem Formulation and Source Precoder Design

The system model we consider is shown in Fig. 2. Let HSR

denote the Nre ×Ns source-to-relay channel matrix and HRD

denote the Nd ×Nre relay-to-destination channel matrix. In
the AF MIMO relay scheme, the signal transmission is divided
into two phases. In Phase I, x is transmitted from the source
and then received at the relay. We assume that the destination
cannot receive the signal from the source in Phase I due to long
distance. In the scenario, the relay node can serve as a repeater
for the extension of transmission coverage. Let FS denote the
Ns ×M source precoding matrix. The received signal at the
relay can then be expressed as yR = HSRFS x+ nR, where
nR is the Gaussian noise vector with a covariance matrix of
σ2
n,rINre

. In Phase II, yR is first left-multiplied by an Nre ×
Nre relay precoding matrix FR and then retransmitted to the
destination through HRD. The received signal at the destination
can be expressed as

yD = HRDFRHSRFS x +HRDFRnR + nD (19)

where nD is a Gaussian noise vector with a covariance ma-
trix of σ2

n,dINd
. The received signal can then be rewritten

as yD = HFSx+ n, where H = HRDFRHSR, and n =
HRDFRnR + nD. It is simple to see that n is not white, and
the covariance matrix of n can be found as

Rn = E[nnH ] = σ2
n,rHRDFRF

H
RHH

RD + σ2
n,dINd

(20)
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where E[.] denotes the expectation operation. To facilitate our
derivation, we first conduct whitening processing on yD. Let
W denote the whitening matrix. From (20), we can have

W = R
− 1

2
n =

(
σ2
n,rHRDFRF

H
RHH

RD + σ2
n,dINd

)− 1
2 . (21)

After whitening, the received signal can be written as

ỹD = WyD = H̃FSx+ ñ (22)

where ñ = Wn and H̃ = WH is the Nd ×Ns equivalent
channel matrix, which can be expanded as

H̃ =
(
σ2
n,rHRDFRF

H
RHH

RD + σ2
n,dINd

)− 1
2 HRDFRHSR.

(23)

The free distance corresponding to H̃ can then be defined as

dfree = min
xixj∈XM ,xi �=xj

∥∥∥H̃FS(xi − xj)
∥∥∥ . (24)

Therefore, the objective now is to find the precoders, i.e.,
FS and FR so that the free distance can be maximized. The
optimization problem can be formulated as

max
FS ,FR

dfree

s.t.
C1 : tr

{
FSF

H
S

}
= PS,T

C2 : tr
{
FRyRy

H
RFH

R

}
= tr

{
FR

(
σ2
n,rINre

+HSRFSF
H
S HH

SR

)
FH

R

}
= PR,T

(25)

where C1 and C2 represent the transmit power constraints at
the source and the relay, respectively. As we can see, solving
the problem in (25) is complicated since dfree is a nonlinear and
complicated function of FS and FR. In addition, both precoders
are coupled in constraint C2. As a result, the optimum solution
is difficult to find. To solve the problem, we propose an iterative
method solving FS and FR alternatingly. First, we let FR be
given and then have the optimization as

max
FS

min
xixj∈XM ,xi �=xj

∥∥∥H̃FS(xi − xj)
∥∥∥

s.t.

tr
{
FSF

H
S

}
= PS,T . (26)

It is easy to see that (26) is similar to a MIMO precoder design
problem. Consider the following SVDs:

HRD = URDΣRDVH
RD and HSR = USRΣSRV

H
SR

(27)

where URD, VH
RD, USR, and VH

SR are columnwise ortho-
normal matrices, both ΣSR and ΣRD are M×M diagonal mat-
rices, and UH

RDURD=UH
SRUSR=VH

RDVRD=VH
SRVSR=

IM . Assume that M = Ns = Nre ≤ Nd. We can let FS be of
the form

FS = VSRF
′
S (28)

where F′
S is an M ×M matrix. With (28), we can further

rewrite received signal ỹD as

ỹD = H̃VSRF
′
Sx+ ñ = H̃′F′

Sx+ ñ (29)

where H̃′ = H̃VSR, which can be expanded as

H̃′ =
(
σ2
n,rHRDFRF

H
RHH

RD + σ2
n,dINd

)− 1
2

× HRDFRUSRΣSR. (30)

Let Σ̃
′

denote the matrix with the singular values of H̃′. With
Σ̃

′
, we can solve F′

S by applying the methods proposed in
Section III. For a given FS , however, finding the solution of
FR is much more involved. This problem is investigated in the
following section.

B. Relay Precoder Design

From (30), we first observe that H̃′ is still a nonlinear and
complicated function of FR, and finding the optimum FR

is still difficult. Even if the optimum solution can be found,
we have to conduct a new SVD and matrix inversion when
solving FS at each iteration. This will greatly increase the
computational complexity of the problem. To overcome these
problems, we propose imposing a special structure on FR such
that the X-structure of FS can be maintained, and at the same
time, FR can be solved with a closed-form solution. The main
idea is to let FR diagonalize the equivalent channel H̃′. This
can be easily accomplished by choosing FR as

FR = VRDΣRU
H
SR (31)

where ΣR is an M ×M diagonal matrix, which needs to be
designed. With (31), we can rewrite whitening matrix W as
follows:

W =
(
σ2
n,rΣRDΣRΣ

H
RΣH

RD + σ2
n,dIM

)− 1
2 UH

RD. (32)

With (31) and (32), the resultant H̃′ is an M ×M diagonal
matrix expressed as

H̃′ =
(
σ2
n,rΣRDΣRΣ

H
RΣH

RD + σ2
n,dIM

)− 1
2 ΣRDΣRΣSR.

(33)

Thus, H̃′ in (33) is diagonal and can be directly used for
constructing F′

S without extra SVD and matrix inversion op-
erations. In addition, the relay precoder to be determined is
reduced to diagonal matrix ΣR. This can significantly reduce
the complexity of the joint design.

Let Pe,i denote the BLER of the ith subsystem. We can have
the overall BLER, i.e., Pe, expressed as

Pe = 1 −
M ′∏
i=1

(1 − Pe,i) ≈
M ′∑
i=1

Pe,i (34)

where M ′ is the number of the subsystems. The approximation
error in (34) is neglectable under high-SNR scenarios. As
discussed, Pe,i is dominated by the free distance of the ith
subsystem. Due to the whitening matrix in (32), the covariance
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matrix of ñ is an identity matrix. Using the Chernoff bound, we
can further have

Pe ≈
1
2

M ′∑
i=1

exp−
d2
free,i
4

︸ ︷︷ ︸
Pw

=
1
2
Pw. (35)

As seen, minimizing Pw is approximately equivalent to mini-
mizing Pe. Since directly minimizing Pw is still difficult, we
then seek a lower bound from which our optimization can be
conducted.

Proposition 1: Given a full-rank F′
S , the relay precoder in

(31), and the channel matrix in (33), maximizing det(H̃′HH̃′)
is equivalent to minimizing a lower bound of Pw. The lower
bound is equal to

M ′ exp
− 1

4

(∏M′

i=1
d2
free,i

) 1
M′

where M ′ is the number of the subsystems.
Proof: To prove the proposition, we need the following

lemmas. �
Lemma 1: Let w1 and w2 be two positive values satisfying

w1 + w2 = 1 and consider two positive values x and y. If y ≥
x ≥ 1, then the following inequality holds:

exp−xw1yw2 ≤ w1 exp
−x +w2 exp

−y . (36)

The proof of the lemma is provided in Appendix A. With the
lemma, we can then derive another lemma.

Lemma 2: Assume that FS , ΣSR, and ΣRD are given. Then,
Pw is lower bounded as

Pw ≥ M ′ exp
− 1

4

(∏M′

i=1
d2
free,i

) 1
M′

. (37)

The proof of the lemma is provided in Appendix B. To
proceed, without loss of generality, we can first consider
the system with a full-rank F′

S . Using (14), d2free,i can be

expressed as d2free,i = H̃′(i, i)H̃′(M − i+ 1,M − i+ 1)ε for
i = 1, 2, . . . ,M ′. Here, ε is a constant for a given QAM con-
stellation and PS,T . Then, we have

M ′∏
i=1

d2free,i = εM
′
√

det(H̃′HH̃′). (38)

We then come to the conclusion that maximizing det(H̃′HH̃′)
is equivalent to minimizing the lower bound in (37).

Note that the equality in (37) holds when d2free,i’s are equal
for all i = 1, 2, . . . ,M ′. In other words, the tightness of (37)
depends on the spread of d2free,i’s. The smaller the spread is,
the tighter the lower bound will be. A large spread of d2free,i’s
often means a poor channel condition, and a rank-deficient sub-
procoder will be used instead. In X-structured F′

S , the ith and
the (M − i+ 1)th subchannels are paired together. Therefore,
all d2free,i’s will be close. This property further tightens the
lower bound in (37). From the given discussions, we see that
the lower bound we use will be tight, and the errors due to
the approximations applied will be small. Simulation results

in Section V conform to the conjecture, and our methods can
significantly improve precoding performance.

Using the fact that the arithmetic mean is greater than or
equal to the geometric mean, we can easily derive another lower
bound for Pw as

Pw ≥ M ′ exp
− 1

4

(∑M′

i=1
d2
free,i

) 1
M′

. (39)

The following property compares the lower bound in (37) and
that in (39).

Property 1: The lower bound in (37) is tighter than that
in (39).

Proof: See Appendix C. �
Note that the result in Proposition 1 is only valid for the

proposed subprecoders with which the properties of the GMD
solution can be applied. For other subprecoders, (37) may not
hold, and finding a solution for the precoders will become much
more complicated. For Lemma 1 to apply, both x and y have to
be greater than one. This translates into the fact that the BLER
of the subsystem (in Lemma) must be less than 10−1, which is
usually satisfied in real-world applications. It is worth noting
that (

∏M ′

i=1 d
2
free,i)

(1/M ′) in (37) can be seen as a geometric
free distance of the MIMO relay system, and it can be used
to evaluate Pw. It is interesting to note that this is similar to
the geometric SNR in multicarrier systems [33]. However, the
geometric SNR is derived from the maximization of the channel
capacity. Instead, the geometric free distance we derived here is
to minimize the BLER. To proceed, let r denote the rank of F′

S .
We first solve ΣR by assuming r = M . From (33), we have

H̃′HH̃′ = ΣH
SRΣ

H
RΣH

RD

(
σ2
n,rΣRDΣRΣ

H
RΣH

RD+σ2
n,dIM

)−1

× ΣRDΣRΣSR. (40)

Defining A = ΣRDΣRΣ
H
RΣH

RD, we can have det(H̃′HH̃′) as

det(H̃′HH̃′)=det
(
ΣSRΣ

H
SR

)
det

(
A
(
σ2
n,rA+σ2

n,dIM
)−1

)
.

(41)

Since det(ΣSRΣ
H
SR) in (41) is independent of the relay

precoder, ΣR can then be solved through the following
optimization:

max
ΣR

det
(
A
(
σ2
n,rA+ σ2

n,dIM
)−1

)
s.t.

tr
{
σ2
n,rΣRΣ

H
R +ΣRΣSRF

′
SF

′H
S ΣH

SRΣ
H
R

}
= PR,T . (42)

Let B = F′
SF

′H
S . In addition, let σR,i, σsr,i, and σrd,i be the

ith diagonal entry of ΣR, ΣSR, and ΣRD, respectively. Taking
ln operation, we can reformulate (42) as

min
σ2
R,i

−
M∑
i=1

ln

(
σ2
R,iσ

2
rd,i

σ2
R,iσ

2
rd,iσ

2
n,r + σ2

n,d

)

s.t.
M∑
i=1

σ2
R,i

(
σ2
n,r +B(i, i)σ2

sr,i

)
= PR,T . (43)



LIN AND WU: X-STRUCTURED PRECODER FOR SPATIAL-MULTIPLEXING MIMO AND MIMO RELAY SYSTEMS 4437

We can see that the relay precoder design problem has
been transformed into a scalar-valued optimization problem.
The reformulated problem in (43) can be solved by using the
KKT conditions [32]. The solution is then expressed in closed-
form as

σ2
R,i =

√√√√ μσ2
n,d

σ2
rd,iσ

2
n,r

(
σ2
n,r +B(i, i)σ2

sr,i

) +

(
σ2
n,d

2σ2
rd,iσ

2
n,r

)2

−
σ2
n,d

2σ2
rd,iσ

2
n,r

(44)

where μ is chosen to satisfy the relay power constraint. As
we can see, the proposed subprecoder does lead to a simple
expression of ΣR.

As seen from (44), we have to know B when solving the relay
precoder. To simplify the problem, first, we do not consider
source power allocation Υ. Thus, B can be expressed as

B(i, i) =
PS,T

M
(45)

for i = 1, 2, . . . ,M . Using the resultant ΣR and H̃′, the next
step is to construct F′

S with the methods proposed in Section III.
If the channel angles of all subsystems are larger than the angle
threshold, r is still equal to M . From the structure of B in
(45), we can see that its diagonal entries are unchanged. In
other words, ΣR will not be changed by the updated F′

S . Then,
the iteration stops in just one iteration. On the other hand, if at
least one subprecoder is of rank deficiency, (45) does not hold.
Then, the iteration cannot stop in just one iteration. Note that the
order of the diagonal entries of H̃′ can be changed during the
iteration. In such case, we have to reformulate B and resolve
σ2
R,i, which may be complicated. The following proposition

states that these operations can be simplified.
Proposition 2: With the relay precoder given in (44), the

diagonal entries of resultant H̃′ exhibit a descending order
when the SNR of the relay-to-destination path is much higher
than that of the source-to-relay path.

Proof: Without loss of generality, we can let σ2
n,r =

σ2
n,d = 1. Therefore, the SNRs of the source-to-relay and relay-

to-destination channels are defined via the variances of HSR

and HRD. Using (44), we can have

σ2
R,iσ

2
rd,i =

√
μσ2

rd,i(
1 +B(i, i)σ2

sr,i

) +
1
4
− 1

2
. (46)

Without Υ at the source node, we can have B = αIM , where
α = PS,T /M . Assume that the SNR of the relay-to-destination
path is much higher than that of the source-to-relay path so that

μσ2
rd,i 
 1 + ασ2

sr,i. Then, σ2
R,iσ

2
rd,i can be approximately

expressed as

σ2
R,iσ

2
rd,i ≈

√
μσ2

rd,i

1 + ασ2
sr,i

. (47)

Hence, H̃′ can be expressed as

H̃′(i, i) =
(
σ2
R,iσ

2
rd,i + 1

)− 1
2 σR,iσrd,iσsr,i

=

(√
μσ2

rd,i

1 + ασ2
sr,i

+ 1

)− 1
2
(√

μσ2
rd,i

1 + ασ2
sr,i

) 1
2

σsr,i

=

(
1 +

1 + ασ2
sr,i

μσ2
rd,i

)− 1
2

σsr,i ≈ σsr,i. (48)

Then, the diagonal entries of H̃′ have a descending order since
σsr,i decreases with i. �

Proposition 2 shows that the ordering of H̃′(i, i) will not be
changed, and thus, the new pairing operations are not necessary
during the iteration. We now investigate the case of rank defi-
ciency. When at least a subsystem is rank deficient, r becomes
smaller than M . From Proposition 2, it is simple to see that
the channel angles of the paired subsystems have an ascending
order, i.e.,

tan−1

(
H̃′(M,M)

H̃′(1, 1)

)
≤ tan−1

(
H̃′(M − 1,M − 1)

H̃′(2, 2)

)

≤ · · ·

≤ tan−1

(
H̃′ (M

2 + 1, M
2 + 1

)
H̃′

(
M
2 , M

2

)
)
. (49)

This property indicates that when r < M , the corresponding B
will be of the following structure:

B = diag(2α, 2α, . . . , 2α︸ ︷︷ ︸
M−r

, α, α, . . . , α︸ ︷︷ ︸
2r−M

, 0, 0, . . . , 0︸ ︷︷ ︸
M−r

). (50)

In the following proposition, we show how to solve ΣR when
B is of the structure in (50).

Proposition 3: Consider a rank-deficient F′
S with a rank

equal to r, where (M/2) ≤ r < M . Let H̃′
1:m denote a square

matrix consisting of the first m columns and rows of H̃′.
The objective function for the design of ΣR can be chosen
as det(H̃′H

1:M−rH̃
′
1:M−r) det(H̃

′H
1:rH̃

′
1:r) such that the lower

bound in (37) can be minimized.
Proof: From (50), it is clear that the rank-deficient subpre-

coder is used in the first M − r subsystems, whereas the full-
rank subprecoder is adopted in the last r − (M/2) subsystems.
For the ith subsystem, its free distance can be expressed as

d2free,i =

{
ε1,iH̃

′(i, i)H̃′(i, i), for 1 ≤ i ≤ M − r

ε2,iH̃
′(i, i)H̃′(M − i+ 1,M − i+ 1), for M − r + 1 ≤ i ≤ M

2

(51)
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(51), shown at the bottom of the previous page, where both ε1,i
and ε2,i are constants. Hence, we can rewrite

∏M ′

i=1 d
2
free,i as

M ′∏
i=1

d2free,i=
M−r∏
j=1

H̃′(j, j)H̃′(j, j)ε1,j×
M ′∏

l=M−r+1,l≤M ′

H̃′(l, l)

× H̃′(M − l + 1,M − l + 1)ε2,l

=
M−r∏
j=1

ε1,j

M ′∏
k=M−r+1

ε2,k

︸ ︷︷ ︸
ε′

M−r∏
l=1

H̃′(l, l)
r∏

p=1

H̃′(p, p)

= ε′
√

det
(
H̃′H

1:M−rH̃
′
1:M−r

)
det

(
H̃′H

1:rH̃
′
1:r

)
. (52)

Similar to (38), it can be verified that ε′ is a constant.
Hence, the objective function is equivalent to maximizing
det(H̃′H

1:M−rH̃
′
1:M−r) det(H̃

′H
1:rH̃

′
1:r) when (M/2) ≤ r < M .

�
When (M/2) ≤ r < M , we can conduct the rank deficiency

operations for M − r subsystems, equivalently switching off
M − r subchannels at one time. However, this approach may
not be efficient. This is because the relay precoder will re-
allocate its power, and some of the rank-deficient subsys-
tems may become nondeficient in the next iteration. For
this reason, we only let one subchannel be switched off at
one time. Starting from the first subsystem, if we find that
tan−1(H̃′(M,M)/H̃′(1, 1)) is smaller than the angle thresh-
old, then let r = M − 1 and reformulate B as

B = diag{2α, α, α, . . . , α, 0}. (53)

Let κi be defined as

κi =

{
2, for i = 1, 2, . . . ,M − r
1, for i = M − r + 1,M − r + 2, . . . , r.

(54)

From the results in Proposition 3, the optimization of σ2
R,i for

(M/2) ≤ r < M can then be reformulated as

min
σ2
R,i

−
r∑

i=1

ln

(
κiσ

2
R,iσ

2
rd,i

σ2
R,iσ

2
rd,iσ

2
n,r + σ2

n,d

)
s.t.
r∑

i=1

σ2
R,i

(
σ2
n,r +B(i, i)σ2

sr,i

)
= PR,T . (55)

Then, the solution of the problem in (55) can be expressed as

σ2
R,i =

√√√√ μ̄iσ2
n,d

σ2
rd,iσ

2
n,r

(
σ2
n,r +B(i, i)σ2

sr,i

) +

(
σ2
n,d

2σ2
rd,iσ

2
n,r

)2

−
σ2
n,d

2σ2
rd,iσ

2
n,r

(56)

where μ̄i = μκi. From (53) and (54), we see that μ̄i and B(i, i)
are equally affected by κi. Hence, we can assume μ̄σ2

rd,i 

1 +B(i, i)σ2

sr,i, and then rewrite (47) as

σ2
R,iσ

2
rd,i ≈

√
μ̄iσ2

rd,i

1 +B(i, i)σ2
sr,i

.

Fig. 3. Algorithm 1: Joint source/relay precoder design without source power
allocation Υ.

TABLE II
JOINT SOURCE/RELAY PRECODER DESIGN WITH SOURCE

POWER ALLOCATION

As a result, the statement in Proposition 2 is still valid here.
The given procedure is then repeatedly conducted until all
nonzero channel angles are larger than the angle threshold or
r is equal to (M/2). When r = M/2, μ̄i becomes a constant
for all i = 1, 2, . . . , r. In this case, the structure of σ2

R,i in (56)
will be reduced to that in (44). Fig. 3 summarizes the complete
operations of the proposed algorithm (Algorithm 1).

In previous discussions, we do not conduct source power
allocation among all subsystems. This simplification may result
in performance loss since the error rate performance can be
affected by the subsystem with the minimum free distance.
Exploiting Υ will further complicate the optimization of ΣR

since the behavior of B is no longer easy to follow. To overcome
this, we propose another iterative method to conduct power
allocation. We assume that initial F′

S is of full-rank, and initial
Υ, which is denoted by Υ(0), is a scaled-identity matrix.
Hence, initial B, which is denoted by B(0), is also a scaled-
identity matrix. Using Algorithm 1, we can solve Σ(1)

R and then

obtain the resultant F′(1)
S . With (18), we can have the updated

Υ(1). Consequently, B(1) can be obtained and then used in
the next iteration. This method is repeatedly conducted until
no further improvement can be obtained. The details of the
algorithm (Algorithm 2) are summarized in Table II.



LIN AND WU: X-STRUCTURED PRECODER FOR SPATIAL-MULTIPLEXING MIMO AND MIMO RELAY SYSTEMS 4439

Fig. 4. BLER performance comparisons for MIMO systems with Nt = 2,
Nr = 2, and M = 2.

V. SIMULATION RESULTS

Here, we report simulation results demonstrating the effec-
tiveness of the proposed algorithms. In the simulations, flat-
fading MIMO channels are considered, and each entry of H
is assumed to be an i.i.d. complex Gaussian random variable
with zero mean and unit variance.

A. Performance Comparisons for MIMO Systems

First, we evaluate the performance of various X-structured
precoders. Five subprecoders are compared: 1) complex-valued
subprecoder Fc; 2) real-valued subprecoder Fr; 3) orthogonal
subprecoder Fo; 4) the proposed subprecoder Fp,1; and 5) the
proposed subprecoder Fp,2. The SNR is defined as SNR =
PT /σ

2
n. Fig. 4 compares the precoding performance for a

MIMO system with Nt = 2, Nr = 2, and M = 2, showing
the results of 4- and 16-QAM schemes simultaneously. As we
can see, the proposed subprecoders outperform Fo and give
comparable performance with that of Fr. As mentioned, Fr

requires lookup tables in run time. Furthermore, Fc slightly
outperforms other subprecoders in 4-QAM but suffers from per-
formance loss in 16-QAM. It is known that the performance of
Fo for 16-QAM is worse than that of Fr [19] and is not shown
here. Although FGMD provides the suboptimum solution, the
performance loss of either Fp,1 or Fp,2 is limited. As discussed,
the corresponding free distance for each subprecoder decreases
when γ is decreased, and the error rate performance tends to
be seriously affected. Instead of using FGMD, the proposed
method uses a rank-deficient subprecoder for a small value of
γ, and the performance loss can be mitigated.

Fig. 5 compares the precoding performance for a MIMO sys-
tem with Nt = 4, Nr = 4, and M = 4. In this scenario, power
allocation is conducted with (18). In the figure, we observe
similar behaviors as those in Fig. 4. Note that although Fc can
provide optimum performance for 4-QAM, it requires higher
detection complexity compared with the other methods. Fig. 6
compares the precoding performance when spatial correlation
is considered at the transmitter (and 4-QAM is used). The cor-

Fig. 5. BLER performance comparisons for MIMO systems with Nt = 4,
Nr = 4, and M = 4.

Fig. 6. BLER performance comparisons for correlated MIMO channels with
Nt = 4, Nr = 4, and M = 4.

related channel matrix is modeled by Hcorr = HR
(1/2)
t , where

Rt denotes the transmit correlation matrix. In the simulations,
two scenarios are considered, i.e., partially decorrelated and
highly correlated; the corresponding Rt’s can be found in [34]
and [35]. As shown in the figure, our proposed methods still
provide comparable performance with Fr.

B. Performance Comparisons for MIMO Relay Systems

Next, we evaluate the performance of various precoding
methods in a two-hop AF MIMO relay system. Seven sys-
tems are considered; the first five systems use ML detection
in the receiver, whereas the last two systems use QR-SIC
detection. They are as follows: 1) jointly precoded system
with Fp,1 and FR (JP-Fp,1-FR-ML-PA); 2) jointly precoded
system with Fp,2 and FR (JP-Fp,2-FR-ML-PA); 3) jointly
precoded system with Fp,2 and FR without source power
allocation (JP-Fp,2-FR-ML-WPA); 4) source precoded system
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Fig. 7. BLER performance comparisons for MIMO relay systems with
4-QAM.

with Fp,1 (SP-Fp,1-ML-PA); 5) unprecoded system with ML
detection (UP-ML); 6) jointly precoded system (JP-QR-SIC);
and 7) source precoded system (SP-QR-SIC). Both the JP-
QR-SIC and SP-QR-SIC are obtained from [36] without con-
sidering the source-to-destination link. In addition, let SNRsr

and SNRrd be defined as SNRsr = PS,T /σ
2
n,r and SNRrd =

PR,T /σ
2
n,d, respectively.

Fig. 7 shows the performance comparison for 4-QAM. Here,
we let Ns = 4, Nre = 4, Nd = 4, SNRrd = 25 dB, and SNRsr

be varied. In addition, let I = 3 in Algorithm 2 for reasonable
precoding complexity. As seen, the proposed JP-Fp,1-FR-ML
and JP-Fp,2-FR-ML schemes indeed outperform other precod-
ing methods. It is also observed that about 1-dB performance
loss (at the BLER of 10−3) will be induced when source
power-allocation matrix Υ is not included. Compared with the
UP-ML scheme, the proposed methods can provide more than
4-dB performance improvement when the BLER is 10−3. Note
that the detection complexity of the UP-ML scheme can be
much higher than the other methods due to the requirement of
4 × 4 ML detection. The SP-Fp,1-ML-PA scheme suffers from
performance loss since only source precoding is considered in
the system. As for the JP-QR-SIC and SP-QR-SIC schemes,
their performances significantly degrade for a high SNR. Note
that in QR-SIC detection, the detection complexity at each
receive antenna is O(L). Moreover, a complete GMD operation
is required for finding the source precoder in either the JP-QR-
SIC or the SP-QR-SIC scheme. It is clear that the proposed
precoding methods are more efficient. We also compare the
detection complexity of all methods; the result is shown in
Table III. As we can see, the computational complexity of the
proposed methods is similar to that of QR-SIC.

Fig. 8 shows the performance comparison for 16-QAM.
Here, we let Ns = 4, Nre = 4, Nd = 4, I = 5, SNRrd =
35 dB, and SNRsr be varied. It can be observed that the
proposed methods still provide significant performance im-
provement. Comparing with the results in Fig. 7, we can see
that the performance improvement of the proposed methods is
slightly reduced. This result can be explained by the fact that

TABLE III
DETECTION COMPLEXITY COMPARISON IN MIMO RELAY SYSTEMS

Fig. 8. BLER performance comparisons for MIMO relay systems with
16-QAM.

the free distance yielded by the proposed subprecoders will be
rapidly decreased for small values of γ when a large QAM is
considered. In other words, the improvement obtained from the
rank-deficient subprecoders is reduced.

VI. CONCLUSION

In this paper, we have proposed a systematic method to
construct the X-structured precoder for spatial-multiplexing
MIMO systems. The proposed subprecoders do not require
any numerical search in the design phase and lookup tables in
the application phase. In addition, the proposed subprecoders
result in almost the same performance and detection complexity
as those in the real-valued subprecoder. Except for MIMO
systems, we also consider the joint source/relay precoder design
in two-hop AF MIMO relay systems. The proposed methods
remain the X-structure of the precoder, and the detection com-
plexity is low. This is a great advantage for real-world appli-
cations. Simulation results show that the proposed methods
can significantly outperform the existing methods. Note that
X-structured precoding is suboptimal in the sense that only
2 × 2 subsystems are considered. To approach the optimum
solution more closely, we can consider subsystems whose
dimensions are larger than 2 × 2. In this case, the design
of the subprecoder will become very complicated with the
conventional methods. It will be much easier to extend the
proposed methods in the design of the subprecoder. Research
in this subject is now underway.
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APPENDIX A
PROOF OF LEMMA 1

Let x be fixed, and define two functions f(y) and g(y) as

f(y) = exp−xw1yw2 (57)
g(y) =w1 exp

−x +w2 exp
−y (58)

where we assume y ≥ x ≥ 1 and w1 + w2 = 1. The problem
now is to prove that f(y) ≤ g(y). Assume that both f(y) and
g(y) are continuous and differentiable for y ≥ x. Then, we can
rewrite f(y) and g(y) as

f(y) = f(x) +

y∫
x

f ′(t1)dt1 (59)

g(y) = g(x) +

y∫
x

g′(t1)dt1 (60)

where f ′(t1) and g′(t1) denote the first derivative of f(t1) and
g(t1), respectively. From (57) and (58), it is easy to verify that
f(x) = g(x). Hence, the problem is equivalent to showing that

y∫
x

f ′(t1)dt1 ≤
y∫

x

g′(t1)dt1. (61)

It is simple to see that if f ′(t1) ≤ g′(t1) for t1 ≥ x, then (61)
holds. Consequently, f ′(t1) and g′(t1) can be expressed as

f ′(t1) = − w2x
w1 exp−xw1 t

w2
1 tw2−1

1 (62)
g′(t1) = − w2 exp

−t1 . (63)

Since −w2 < 0, we see that conditions f ′(t1) ≤ g′(t1) and
(−1/w2)f

′(t1) ≥ (−1/w2)g
′(t1) are equivalent. It can be seen

that both (−1/w2)f
′(t1) and (−1/w2)g

′(t1) are positive val-
ues. Define two functions f1(t1) and g1(t1) as

f1(t1)
Δ
= ln

−f ′(t1)

w2
= w1 lnx− w1 ln t1 − xw1tw2

1 (64)

g1(t1)
Δ
= ln

−g′(t1)

w2
= −t1. (65)

The problem now is equivalent to proving f1(t1) ≥ g1(t1).
Using a method similar to that in (59) and (60), we can first
rewrite f1(t1) and g1(t1) as follows:

f1(t1) = f1(x) +

t1∫
x

f ′
1(t2)dt2 (66)

g1(t1) = g1(x) +

t1∫
x

g′1(t2)dt2. (67)

It can be verified that f1(x) = g1(x). Hence, if f ′
1(t2) ≥ g′1(t2)

for t2 ≥ x, then f1(t1) ≥ g1(t1). From (64) and (65), we have

f ′
1(t2) = − w1

t2
− xw1tw2−1

2 w2 (68)

g′1(t2) = − 1. (69)

For t2 = x ≥ 1, we have

f ′
1(t2)|t2=x = − w1

x
− xw1xw2−1w2

= − w1

x
− w2

≥ − (w1 + w2) = g′1(t2). (70)

For t2 > x ≥ 1, we observe that (x/t2) < 1 and that

f ′
1(t2)|t2>x = − w1

t2
− xw1tw2−1

2 w2

= − w1

t2
− w2

(
x

t2

)w1

≥ − w1 − w2

(
x

t2

)w1

> − w1 − w2 = g′1(t2). (71)

From (70) and (71), we can see that f ′
1(t2) ≥ g′1(t2) for any

given t2 ≥ x. With this result, we can conclude that f(y) ≤
g(y) for y ≥ x ≥ 1, which completes the proof of this lemma.

APPENDIX B
PROOF OF LEMMA 2

Using Lemma 1, we can now use mathematical induc-
tion to prove Lemma 2. Without loss of generality, we can
assume that dfree,1 ≥ dfree,2 ≥ · · · ≥ dfree,M ′ . Letting w1 =
w2 = 1/2, y = d2free,1/4, and x = d2free,2/4, we have the fol-
lowing inequality:

exp
−

√
d2
free,1

4

d2
free,2

4 ≤ 1
2
exp

−d2
free,1
4 +

1
2
exp

−d2
free,2
4 . (72)

From (72), it is obvious that (37) is true for M ′ = 2. Then,
we assume that the statement in Lemma 2 is true for M ′ −
1(M ′ > 2). That is

exp
− 1

4

(
d2
free,1

d2
free,2

···d2
free,M′−1

) 1
M′−1 ≤ 1

M ′ − 1

×
(
exp

−d2
free,1
4 +exp−

d2
free,2

4 +· · ·+exp−
d2
free,M′−1

4

)
. (73)

Now, for the MIMO system with M ′ subsystems, we can have
the following equivalence:

exp
− 1

4

(
d2
free,1

d2
free,2

···d2
free,M′

) 1
M′

= exp
−
(

1
4

(
d2
free,1

d2
free,2

···d2
free,M′−1

) 1
M′−1

)M′−1

M′ (
1
4d

2
free,M′

) 1
M′

.

(74)

Using Lemma 1 again, we obtain

exp
−
(

1
4

(
d2
free,1

d2
free,2

···d2
free,M′−1

) 1
M′−1

)M′−1

M′ (
1
4d

2
free,M′

) 1
M′

≤ M ′ − 1
M ′ exp

−
(∏M′−1

i=1

d2
free,i
4

) 1
M′−1

+
1
M ′ exp

−d2
free,M′

4 .

(75)
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Substituting (73) into (75), we can have the following in-
equality:

exp
− 1

4

(
d2
free,1

d2
free,2

···d2
free,M′

) 1
M′

≤ M ′ − 1
M ′

1
M ′ − 1

M ′−1∑
i=1

exp
−d2

free,i
4 +

1
M ′ exp

−
d2
free,M′

4

(76)

=
1
M ′

M ′−1∑
i=1

exp−
d2
free,i
4 +

1
M ′ exp

−
d2
free,M′

4 (77)

=
1
M ′

M ′∑
i=1

exp−
d2
free,i
4 . (78)

It can be verified that the equality in (76) holds when all dfree,i’s
are equal. From (76)–(78), we can have

Pw =

M ′∑
i=1

exp−
d2
free,i
4 ≥ M ′ exp

− 1
4

(∏M′

i=1
d2
free,i

) 1
M′

(79)

which completes the proof of Lemma 2.

APPENDIX C
PROOF OF PROPERTY 1

First, using the fact that the arithmetic mean is greater than
or equal to the geometric mean, we can prove (39) as follows:

Pw =
M ′∑
i=1

exp−
d2
free,i
4 ≥ M ′

(
M ′∏
i=1

exp−
d2
free,i
4

) 1
M′

=M ′
(
exp−

1
4

∑M′

i=1
d2
free,i

) 1
M′

=M ′ exp
− 1

4

(
1

M′
∑M′

i=1
d2
free,i

)
. (80)

Second, using the fact again, we can obtain(
M ′∏
i=1

d2free,i

) 1
M′

≤ 1
M ′

M ′∑
i=1

d2free,i. (81)

From (79)–(81), we then have

Pw =
M ′∑
i=1

exp−
d2
free,i
4 ≥ M ′ exp

− 1
4

(∏M′

i=1
d2
free,i

) 1
M′

≥ M ′ exp
− 1

4

(
1

M′
∑M′

i=1
d2
free,i

)
. (82)

As seen in (82), the lower bound in (37) is tighter than that
in (39).
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