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An Efficient Mode Preselection Algorithm for
Fractional Motion Estimation in H.264/AVC

Scalable Video Extension
Gwo-Long Li and Tian-Sheuan Chang, Senior Member IEEE

Abstract—The video coding standard, H.264/AVC scalable
video extension (SVC), adopts various advanced interlayer pre-
diction modes to explore the data redundancies between layers
for better coding efficiency but at the expense of significantly
increased computational complexity and data access bandwidth,
especially for hardware realization of fractional motion estima-
tion mode decision. To deal with this problem, this paper proposes
a mode preselection algorithm for fractional motion estimation
in scalable video coding. We first analyze the rate distortion
cost relationship between different prediction modes. With the
statistical results, several mode preselection rules are proposed to
filter out the potentially skippable prediction modes. Simulation
results show that our proposed algorithm reduces up to 65.97%
prediction modes and 79.79% coding time on average with
only 0.036 dB and 0.496% BD-peak signal-to-noise ratio (PSNR)
degradation and BD-rate increase, respectively. Furthermore, the
proposed mode preselection algorithm has been implemented in
hardware and it costs only 9k gate counts, when synthesized by
90nm CMOS technology.

Index Terms—Fractional motion estimation, scalable video
coding.

I. Introduction

FRACTIONAL motion estimation (FME) has been widely
adopted in the existing video coding standards [1]–[3]

to improve the coding efficiency, and [4] reported that up to
over 4 dB peak signal-to-noise ratio (PSNR) improvement can
be achieved. Fig. 1 illustrates the concept of FME used in
H.264/AVC reference software [5] with half pixel and quarter
pixel position motion estimation. These subpixel values are
interpolated by a six-tap filter for half pixels and a bilinear
filter for quarter pixels. Although FME only checks several
positions around the best motion vector from integer motion
estimation (IME), the computational complexity of integer
motion estimation and FME are almost equal to each other
in the hardware realization perspective due to the complex
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Fig. 1. Factional motion estimation.

interpolation process, and lots of prediction modes needed to
be checked [4], [6]. As a result, the operations of IME and
FME are usually divided into two distinct pipeline stages in
hardware design [7] to balance the computational complexity
of pipeline stage.

Lots of prediction mode numbers of FME cause the serious
computational bottleneck. Fig. 2 shows the mode selection
in H.264/AVC video coding standard [1]. It adopts variable
block size motion estimation in Inter prediction mode and
each partition size has to be checked by IME and FME
one by one. Thus, 41 blocks have to be examined by IME
and FME operation. However, in addition to the intrinsic
prediction modes supported in H.264/AVC, H.264/AVC scal-
able extension (SVC) [3] supports several extra interlayer
prediction modes including interlayer motion (ILM), interlayer
residual (Residual), InterBL, and interlayer texture (IntraBL)
to further improve the coding performance, as shown in Fig. 3.
Although the interlayer prediction modes can improve the
coding performance of SVC, the computational complexity
of FME is increased significantly, which needs to examine
41×4=164 blocks in SVC.

Several researches were proposed to solve the above prob-
lem to simplify the hardware design complexity. In [7], the
small blocks, ranging from 8×8 to 4×4, are decided early in
IME stage to derive a submode, and thus only partition sizes
of 16×16, 16×8, 8×16, and submode have to be examined
by FME operation, as shown in Fig. 4(a). Although the
early decision method for submode can efficiently reduce the
overheads of FME, the computational complexity of FME
is still high. Several works [8]–[11] have been proposed to
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Fig. 2. Mode selection process of H.264/AVC.

Fig. 3. Mode selection process of SVC.

increase the coding speed of FME through hardware imple-
mentation. In contrast to check all prediction modes, [12]
and [13] proposed the mode preselection method, as shown
in Fig. 4(b), to preselect the potentially skippable prediction
modes before entering FME prediction process in H.264/AVC,
but they cannot be applied to SVC directly. Several literatures
[14]–[18] have been proposed to select best mode in SVC.
However, these works did not take the information of FME into
account for mode decision. [19] proposed a two-dimensional
mode predecision algorithm for SVC by using the mode
relationship between spatial layers. However, this literature did
not consider the rate distortion cost relationship between IME
and FME, which has a higher correlation between each other.
In addition, the information of interlayer prediction has not
been considered in this literature as well.

To solve this high-computational complexity problem, this
paper proposes an efficient mode preselection algorithm to
lighten the computational complexity of FME for SVC by
using the concept of mode preselection. The proposed mode
preselection is based on the statistical analysis of the rate dis-
tortion cost relationship between different prediction modes.
With this analysis, we can preselect the potentially ignorable
prediction modes and reduce the complexity significantly.

The rest of this paper is organized as follows. In Sec-
tion II, the supported interlayer prediction modes in SVC
will be briefly introduced. Some observations are introduced
in Section III to show the rate distortion cost relationship
between different prediction modes. Afterwards, the mode
preselection algorithms are proposed in Section IV. Simulation
results are shown in Section V to demonstrate the efficiency

Fig. 4. (a) Mode selection process for H.264/AVC. (b) Mode preselection
concept for H.264/AVC.

Fig. 5. Interlayer motion prediction.

of our proposed algorithms. The hardware architecture design
is presented in Section VI. Finally, the conclusions are given
in Section VII.

II. Introduction to Interlayer Prediction Modes

in H.264/AVC Scalable Extension

In addition to the inherent prediction modes in H.264/AVC,
SVC also supports Interlayer motion, Interlayer residual, In-
terBL, and Interlayer texture prediction mode to encode the
macroblocks in enhancement layers. In these Interlayer predic-
tion modes, the base layer information is used as a reference
for the prediction purpose in spatial enhancement layers to
further increase the coding performance. In the following
subsections, the Interlayer motion, Interlayer residual, and
InterBL prediction modes are briefly described.

A. Interlayer Motion Prediction

In this prediction mode, the motion information of base lay-
ers is used as a reference for the prediction in the enhancement
layer, as shown in Fig. 5, when both modes of enhancement
layer and base layer are Inter prediction mode. The motion
vectors of the enhancement layer are obtained by multiplying
the motion vectors of corresponding block in the base layer by
the frame resolution ratio between spatial layers. Furthermore,
the up-sampled motion information is used to refine the search
results.

B. Interlayer Residual Prediction

Fig. 6 shows the concept of Interlayer residual prediction
mode. For Interlayer residual prediction, the residual data is
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Fig. 6. Interlayer residual prediction.

up-sampled from corresponding block of the base layer by
bilinear interpolation. Afterwards, the up-sampled residuals are
used to predict the residuals of the current macroblock in the
enhancement layer.

C. InterBL Prediction Mode

Similar to the Interlayer motion prediction mode, InterBL
uses the motion information up-sampled from the base layer
to predict the macroblocks of enhancement layers. However,
the main difference between ILM and InterBL is that the up-
sampled motion information will not be further refined in the
InterBL prediction mode.

III. Analysis of Rate Distortion Cost between

Prediction Modes

In this section, we conduct several analyses for the rate
distortion cost of IME and FME between different prediction
modes. Afterwards, several simulations are derived to confirm
the observed results.

A. Relationship of Rate Distortion Cost between Different
Prediction Modes

In this subsection, we analyze the relationship of rate
distortion cost (RDC) of IME and FME for four different
prediction modes combination. These four combinations are
as follows:
Type1 : Inter versus Interlayer motion;
Type2 : Inter+residual versus Interlayer motion + residual;
Type3 : Inter versus Inter+residual;
Type4 : Interlayer motion versus Interlayer motion +residual.

In our simulation, the test conditions are listed as follows:
1) Reference software JSVM9.17 [5];
2) Two spatial layers;
3) Search range:±8;
4) Quantization parameter both in base layer and en-
hancement layer: 18, 28, and 38;
5) Group of picture: 8;
6) Quality scalability: Off;
7) Adaptive Inter-layer prediction: On.

Figs. 7–11 show the RDC relationship of IME and FME
for MB (including 16×16, 16×8, and 8×16 block size) and
submode prediction modes of different types. In these figures,

the vertical axis indicates the RDCs and the horizontal axis
is the index of macroblocks. The terms of I, M, and R
individually stand for the Inter, ILM, and Interlayer Residual
prediction mode.

From these figures, we can observe one property, cost
similarity, between IME and FME for a prediction mode.
Here, we define the cost similarity as the RDCs variation
between IME and FME can be determined by [(RDCIME-
RDCFME)/RDCIME] < th. The threshold th is experimentally
derived and has been set to 0.01 in this paper. If the cost
similarity property is satisfied, it means that the RDC of IME
is very close to the RDC of FME for Inter prediction mode
as an example. Similar observation can also be found for ILM
prediction mode in Type1. That is, if IME RDC of Inter mode
is sufficiently larger than that of IME RDC of ILM mode,
it has a high probability that the FME RDC of Inter mode
will be larger than FME RDC of ILM mode and vice versa
due to the cost similarity property. From these figures, we can
observe that the most of macroblocks have the cost similarity
property for MB size modes. However, for the block size of
submode, such property does not exist.

From the above observations, we can summarize the follow-
ing selection rules. First, the mode preselection process should
take the block prediction size into consideration. That is, the
block sizes of 16×16, 16×8, and 8×16 are considered together
for deriving FME mode preselection algorithm. For smaller
blocks, they should be treated individually for better prediction
performance as it reveals different behavior compared to block
sizes of 16×16, 16×8, and 8×16. Second, the macroblocks
should be dealt separately depending on what property they
belong to. More concretely, the macroblocks that have the
cost similarity property should be processed by selection rules
designed while considering the cost similarity property, and
the other macroblocks have to be processed by another mode
preselection algorithm without considering the cost similarity
property.

To confirm the validity of our observation, several simu-
lations are conducted by using the conditional probability of
P(A|E) listed as

P(A|E) =
P(A

⋂
E)

P(E)
. (1)

Here, the probability of even E is defined as follows:

P(E) = P(RDCIME(x)Mode+w ≤ RDCIME(y)Mode)|x �= y. (2)

And the probability of even A is defined as follows:

P(A) = P(RDCFME(x)Mode ≤ RDCFME(y)Mode)|x �= y (3)

where x, y ∈ {I, M, R + I, R + M}, Mode ∈ {16 × 8, 8 ×
16, 16 × 8, Submode}, w is a weighting value and it can
be adjusted dynamically, and RDCIME and RDCFME are the
random variable of rate distortion cost of IME and FME,
respectively.

For different prediction mode combinations, the probability
of each event is individually defined as follows:
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Fig. 7. Relationship between RDCs of IME and FME of Football sequence
for MB prediction mode combination for Type1. (a) QP = 18. (b) QP = 28.
(c) QP = 38.

For Type1

P(E) = P(RDCIME(I)Mode + w ≤ RDCIME(M)Mode) (4)

P(A) = P(RDCFME(I)Mode ≤ RDCFME(M)Mode) (5)

or

P(E) = P(RDCIME(M)Mode + w ≤ RDCIME(I)Mode) (6)

P(A) = P(RDCFME(M)Mode ≤ RDCFME(I)Mode) (7)

w =

{
w1 = AvRDC, Mode{16 × 16, 16 × 8, 8 × 16}
w2 = 0, Mode ∈ {Submode}

where

AvRDC =
1

3

∑
m∈{16×16,16×8,8×16}

|RDCIME(I)m−RDCIME(M)m|.
(8)

For Type2

P(E) = P(RDCIME(R + I)Mode + w ≤ RDCIME(R + M)Mode)
(9)

Fig. 8. Relationship between RDCs of IME and FME of Football sequence
for MB prediction mode combination Type2. (a) QP = 18. (b) QP = 28.
(c) QP = 38.

P(A) = P(RDCFME(R+I)Mode ≤ RDCFME(R+M)Mode) (10)

or

P(E) = P(RDCIME(R + M)Mode + w ≤ RDCIME(R + I)Mode)
(11)

P(A) = P(RDCFME(R+M)Mode ≤ RDCFME(R+I)Mode) (12)

w =

{
w1 = AvRDC, Mode{16 × 16, 16 × 8, 8 × 16}
w2 = 0, Mode ∈ {Submode}

where

AvRDC =
1

3

∑
m∈{16×16,16×8,8×16}

|RDCIME(R + I)m

−RDCIME(R + M)m|. (13)

For Type3

P(E) = P(RDCIME(I)Mode + w ≤ RDCIME(R + I)Mode) (14)

P(A) = P(RDCFME(I)Mode ≤ RDCFME(R + I)Mode) (15)
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Fig. 9. Relationship between RDCs of IME and FME of Football sequence
for MB prediction mode combination Type3. (a) QP = 18. (b) QP = 28.
(c) QP = 38.

or

P(E) = P(RDCIME(R + I)Mode + w ≤ RDCIME(I)Mode) (16)

P(A) = P(RDCFME(R + I)Mode ≤ RDCFME(I)Mode) (17)

w =

{
w1 = AvRDC, Mode{16 × 16, 16 × 8, 8 × 16}
w2 = 0, Mode ∈ {Submode}

where

AvRDC =
1

3

∑
m∈{16×16,16×8,8×16}

|RDCIME(I)m

−RDCIME(R + I)m|. (18)

For Type4

P(E) = P(RDCIME(M)Mode+w ≤ RDCIME(R+M)Mode) (19)

P(A) = P(RDCFME(M)Mode ≤ RDCFME(R + M)Mode) (20)

or

P(E) = P(RDCIME(R+M)Mode+w ≤ RDCIME(M)Mode) (21)

P(A) = P(RDCFME(R + M)Mode ≤ RDCFME(M)Mode) (22)

Fig. 10. Relationship between RDCs of IME and FME of Football sequence
for MB prediction mode combination Type4. (a) QP = 18. (b) QP = 28.
(c) QP = 38.

w =

{
w1 = AvRDC, Mode{16 × 16, 16 × 8, 8 × 16}
w2 = 0, Mode ∈ {Submode}

where

AvRDC =
1

3

∑
m∈{16×16,16×8,8×16}

|RDCIME(M)m

−RDCIME(R + M)m| (23)

B. Statistical Results

The statistical results are shown in Table I–IV. For Type1,
Type2, Type3, and Type4 prediction mode combination, the
conditional probability can achieve 82.39%, 72.27%, 96.21%,
and 95.93% on an average, respectively. Therefore, from these
tables, we can make sure that our observations work well and
the conditions listed above can be used to derive our FME
mode preselection algorithm to skip the potentially ignorable
prediction modes, and thus achieve computational complexity
savings.

IV. Proposed FME Mode Preselection Algorithm

Fig. 12 shows the concept of proposed FME mode pre-
selection for SVC. In our proposed FME mode preselec-
tion algorithm, IME is executed for the prediction modes
of Inter, Inter+residual, Interlayer motion, and Interlayer
motion+residual first. Afterwards, the proposed FME mode
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Fig. 11. Relationship between RDCs of IME and FME of Football sequence
for submode prediction mode (a) Type1, (b) Type2 (c) Type3, and (d) Type4.

preselection algorithm is applied for all prediction modes
coming from the results of IME to skip the potentially
ignorable prediction modes before entering FME operation.
Once the candidate prediction modes have been decided by
the proposed FME mode preselection algorithm, the selected
candidate modes will be fed into FME module to choose the
best prediction mode.

Fig. 13 shows the flowchart of our proposed mode preselec-
tion algorithm that includes four types of mode preselection
algorithm. In this flowchart, the candidate set of prediction
modes � is defined as follows:

� = {�ij|i ∈ {Inter, ILM, InterR, ILMR}, j
∈ {16 × 16×, 16 × 8, 8 × 16,Submode} (24)

Fig. 14 shows the detailed flowchart of proposed FME
mode preselection algorithm of Type1. In this flowchart, the
weightings of w1 and w2 are computed first. Afterwards, IME

TABLE I

Statistical Results of Type1

Sequences 16×16 16×8 8×16 Submode
Akiyo 96.75 98.22 96.39 96.02
Table 76.48 79.59 75.63 82.10
News 95.45 97.93 95.10 94.45
Tempete 78.53 82.68 76.43 74.46
Football 71.02 85.31 70.18 72.31
Foreman 74.11 81.55 73.05 74.84
M&D 95.58 97.10 94.75 95.00
Soccer 69.27 76.77 69.10 75.72
Stefan 71.25 80.43 71.31 70.96
Average 80.94 86.62 80.22 81.76

TABLE II

Statistical Results of Type2

Sequences 16×16 16×8 8×16 Submode
Akiyo 83.31 99.31 86.99 94.78
Table 62.24 81.27 64.80 58.01
News 70.84 93.03 66.29 64.67
Tempete 75.56 79.32 73.23 58.73
Football 63.35 86.66 66.12 61.26
Foreman 64.77 72.21 73.41 72.59
M&D 76.66 81.71 71.01 64.02
Soccer 56.74 76.30 61.73 60.40
Stefan 67.41 79.23 65.71 67.94
Average 68.99 83.23 69.92 66.93

TABLE III

Statistical Results of Type3

Sequences 16×16 16×8 8×16 Submode
Akiyo 93.55 94.46 91.60 88.37
Table 99.47 98.97 98.72 96.50
News 99.77 99.88 99.96 98.24
Tempete 95.20 93.96 92.73 87.57
Football 99.63 99.25 98.94 92.41
Foreman 99.25 99.35 99.59 96.93
M&D 99.18 98.33 97.30 74.39
Soccer 99.63 98.97 99.04 96.91
Stefan 99.12 96.88 96.88 92.56
Average 98.31 97.78 97.20 91.54

TABLE IV

Statistical Results of Type4

Sequences 16×16 16×8 8×16 Submode
Akiyo 89.35 100.00 93.62 88.07
Table 99.08 99.10 99.14 95.59
News 99.83 99.94 99.77 98.14
Tempete 94.63 93.74 92.69 89.39
Football 99.21 97.81 97.46 90.05
Foreman 99.70 99.11 99.17 93.22
M&D 95.79 99.88 97.21 78.01
Soccer 99.50 99.31 99.35 96.52
Stefan 97.51 95.29 95.94 91.46
Average 97.18 98.24 97.15 91.16
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Fig. 12. FME mode preselection for SVC.

Fig. 13. Flowchart of proposed FME mode preselection algorithm for SVC.

TABLE V

Simulation Settings

Reference software JSVM9.17 [5]
QP for spatial base layer 18, 28, 33, 38

QP for Spatial enhancement layer 12, 22, 27, 32
Frame size in spatial base layer QCIF and 540P

Frame size in spatial enhancement layer CIF and 1080P
Frames to be encoded 300 and 150

Frame rate 30 and 15
Adaptive inter-layer prediction ON

Search range size ±8
GOP 8

Akiyo, Dancer, Coastguard, Table tennis,
Test sequences QCIF and CIF Tempete, Football, Foreman, MD,

Mobile, News, Soccer, Stefan

540P and 1080P
Blue−sky, Pedestrian, Riverbed,
Station2, Sunflower, Tractor

rate distortion cost relationship between Inter and Interlayer
motion is compared for all block size one by one to skip
the potentially ignorable prediction modes. Once the Type1
mode preselection algorithm has been done, the candidate set
of � will be fed into the next mode preselection algorithm to
further preselect possible modes. Fig. 15 exhibits the detailed
flowchart of proposed FME mode preselection algorithm for
Type2. The flowchart of Type2 mode preselection algorithm

TABLE VI

BD-PSNR and BD-rate Comparisons for Proposed Algorithm

Subject to Full Mode FME

Resolution Sequences BD-PSNR (dB) BD-rate (%)
Akiyo −0.025 +0.774

Coastguard −0.030 +0.469
Dancer −0.056 +0.754
Football −0.041 +0.733
Foreman −0.052 +1.619

BL: QCIF Mobile −0.037 +0.636
EL: CIF MD −0.031 +1.141

News +0.056 −0.783
Table tennis −0.045 +0.920

Tempete −0.032 +0.586
Stefan −0.051 +1.112
Soccer −0.069 +1.364

Average −0.034 +0.777
Blue−sky −0.051 +1.216
Pedestrian −0.017 +0.038

BL: 540P Riverbed −0.006 +0.006
EL: 1080P Station2 −0.043 +1.520

Sunflower −0.067 +2.547
Tractor −0.035 +0.156

Average −0.037 +0.914

Fig. 14. Detailed flowchart of proposed Type1 mode preselection algorithm.

is very similar to the mode preselection algorithm of Type1
except that the rate distortion cost relationship is compared
between Inter+residual and Interlayer motion+residual.

Figs. 16 and 17 show the detailed flowcharts of pro-
posed Type3 and Type4 mode preselection algorithm, respec-
tively, which are similar to those of Type1 and Type2 mode
preselection algorithms. Extra processes are highlighted by
bold line for clarity. The extra processes here are to avoid un-
necessary decision operations since some candidate prediction
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Fig. 15. Detailed flowchart of proposed Type2 mode preselection algorithm.

modes might have been already disabled in the previous Type1
and Type2 mode preselection algorithm.

V. Simulation Results

In this section, several simulation results are shown to
demonstrate the performance of our proposed FME mode pre-
selection algorithm. The simulation settings are summarized
in V.

Table VI shows the BD-PSNR and BD-rate comparisons for
our proposed FME mode preselection algorithm and the full
mode FME. In this table, the quantization parameter values
of 12, 22, 27, and 32 are adopted to derive the results.
It should be mentioned that since the only highest quality
(including spatial, temporal, SNR) layers would be decoded
from the SVC bitstream, we only show the QP values for
highest spatial layers. For QCIF and CIF case, the average
BD-PSNR degradation and BD-rate increasing is 0.034dB
and 0.0777%, respectively. In addition, for the 540P and
1080P case, the average BD-PSNR degradation and BD-rate
increasing is 0.037dB and 0.914%. From this table, it is
obvious that our proposed FME mode preselection algorithm
results in negligible rate distortion performance loss when
compared to the full mode FME. Table VII further shows the
detailed PSNR degradation and bitrate increasing for different
QP values. On average, our proposed algorithm only results
in 0.005dB PSNR degradation and 0.89% bitrate increasing.

Table VIII shows the mode reductions of our proposed
algorithm. On average, our proposed algorithm can achieve
65.97% mode reduction whatever the quantization parameter
is.

Table IX tabulates the execute time reduction of our pro-
posed FME mode preselection algorithm compared to full

Fig. 16. Detailed flowchart of proposed Type3 mode preselection algorithm.

Fig. 17. Detailed flowchart of proposed Type4 mode preselection algorithm.
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TABLE VII

Rate Distortion Performance Comparisons for Proposed Algorithm

PSNR degradation (dB) Bitrate increase (%)
QPBL = 18 QPBL = 28 QPBL = 38 QPBL = 18 QPBL = 28 QPBL = 38
QPEL = 12 QPEL = 22 QPEL = 32 QPEL = 12 QPEL = 22 QPEL = 32

Akiyo 0.00 0.00 0.01 0.28 0.94 1.26
Dancer 0.01 0.00 −0.01 0.47 0.68 1.34
Coastguard 0.00 −0.01 −0.01 0.22 0.37 0.66
Table 0.00 0.00 0.00 0.41 0.92 1.72
Tempete 0.00 0.00 −0.01 0.31 0.55 1.07
Football 0.00 0.00 0.00 0.34 0.45 1.58
Foreman 0.00 −0.01 −0.02 0.51 1.17 1.90
MD 0.00 0.00 0.02 0.42 1.25 2.22
Mobile 0.00 −0.01 0.00 0.33 0.40 0.86
News −0.01 −0.01 −0.02 0.23 0.65 1.06
Soccer −0.01 0.00 −0.01 0.33 1.67 0.91
Stefan 0.00 −0.01 −0.01 0.35 1.14 0.59
Blue−sky 0.01 −0.01 −0.03 0.79 0.67 1.27
Pedestrian 0.01 −0.01 −0.01 0.28 0.49 0.90
Riverbed 0.01 0.01 0.01 0.05 0.17 0.79
Station2 0.02 −0.01 −0.02 0.43 1.04 1.92
Sunflower 0.02 −0.02 0.00 0.56 1.16 2.72
Tractor 0.01 −0.02 −0.03 0.50 0.30 3.17
Average 0.003 −0.006 −0.008 0.38 0.78 1.44

TABLE VIII

Mode Reductions for Proposed Algorithm Subject to Full Mode FME

(%)
QPBL = 18 QPBL = 28 QPBL = 33 QPBL = 38
QPEL=12 QPEL=22 QPEL=27 QPEL=32

Akiyo −75.00 −75.00 −75.00 −75.00
Dancer −75.00 −75.00 −75.00 −75.00

Coastguard −62.50 −62.50 −62.50 −62.50
Table −62.50 −62.50 −62.50 −62.50

Tempete −75.00 −75.00 −75.00 −75.00
BL:QCIF Football −62.50 −62.50 −62.50 −62.50
EL:CIF Foreman −62.50 −62.50 −62.50 −62.50

MD −75.00 −75.00 −75.00 −75.00
Mobile −62.50 −62.50 −62.50 −62.50
News −75.00 −75.00 −75.00 −75.00

Soccer −62.50 −62.50 −62.50 −62.50
Stefan −62.50 −62.50 −62.50 −62.50

Blue sky −62.50 −62.50 −62.50 −62.50
Pedestrian −62.50 −62.50 −62.50 −62.50

BL:540P Riverbed −62.50 −62.50 −62.50 −62.50
EL:1080P Station2 −62.50 −62.50 −62.50 −62.50

Sunflower −62.50 −62.50 −62.50 −62.50
Tractor −62.50 −62.50 −62.50 −62.50

Average −65.97 −65.97 −65.97 −65.97

mode FME. Our simulation was running on the Microsoft
Windows Server 2003 operating system with Inter Xeon
2.5 GHz CPU and 4GB RAM. From this table, we can observe
that our proposed algorithm can achieve about 79% execution
time reduction on an average. However, compared to the
mode reduction shown in Table VIII, it can be found that
the execution time reduction is higher than that of the mode
reduction due to different execution time of each mode. More
precisely, the reduced number of submodes in our proposed
algorithm can significantly save the overall execution time with
negligible efforts on calculating the preselection rules.

Table X shows the performance comparison of different
algorithms. For BD-PSNR and BD-rate comparison, it can
be found that our proposed algorithm outperforms [4] and

[19]. However, although our proposed algorithm has slight
BD-PSNR decrease and BD-rate increase compared to [18],
the complexity saving of our proposed algorithm is much
higher than [18].

VI. Hardware Architecture Design

Fig. 18 reveals the hardware architecture design of our
proposed FME more preselection algorithm. When designing
a modern video encoder system, IME and FME are usually
separated into two distinct pipeline stages, as shown Fig. 18(a),
due to the reason of balancing the computational loads for
each stage [7], [20]-[22]. Therefore, our proposed FME mode
preselection algorithm is arranged at the same stage of IME
due to the hardware cost consideration.
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Fig. 18. Hardware architecture of our proposed FME mode preselection algorithm. (a) Combination with IME module. (b) Detailed architecture of FME
mode preselection.

Fig. 19. Detailed hardware architecture of Type1 and Type2 FME mode
preselection algorithm.

Fig. 18(b) shows the overall hardware architecture of our
proposed FME mode preselection algorithm that is mainly
composed by four major modules, Type1, Type2, Type3, and
Type4 FME mode preselection module. The four major mod-
ules corresponding to four major mode preselection algo-
rithms are mentioned in Section III. For Type1 and Type2
FME mode preselection modules, the mode preselection rules
are applied to valid the possible modes for the following
process. Once the Type1 and Type2 modules have finished
their mode preselection tasks, some mode validation signals
will be generated and passed to the other modules. Similarly,
the Type3 and Type4 modules have the same operations like
Type1 and Type2 modules do, but they further take the mode
validation signals received from Type1 and Type2 modules
into consideration. Once all modules have finished their mode
preselection operations, all generated mode validation signals
will be sent to a multiplexer to select the mode prediction
information for output.

The detailed hardware architecture design of proposed
Type1/Type2 and Type3/Type4 FME mode preselection algo-
rithm is shown in Fig. 19 and Fig. 20, respectively.

From the detailed hardware architecture figures shown in
Fig. 19 and Fig. 20, we observed that our design needs a
division to calculate the weighting of w1. In the hardware de-
sign perspective, the operations of multiplication and division
are usually avoided to reduce the hardware implementation
costs. Therefore, we use a mathematical way to approximate
the result of division. Mathematically, our division operations
can be expressed as

x =
s

3
∼=

n∑
i=1

s

22i
∼= s

22
+

s

24
+

s

26
+ · · · +

s

22n
(25)

where x and s stand for the computed result and the divi-
dend, respectively. From this equation, it can be seen that
although the division operation still existed in the equation,
the division operations can be easily implemented by the
right shift operations since the divisors are all the square of
two. As a result, the hardware cost of division can be saved.
However, we can further observe that a variable n existed in
(25). This variable n is used to define the precision of the
computed result. In other words, the larger the variable n is, the
higher the computed precision can be achieved. However, the
larger n also results in the increasing of the computations and
hardware costs. Therefore, the n is set to 10 in our design since
n=10 is sufficient. When integrating our proposed FME mode
preselection design into SVC hardware implementation, the
number of required FME processing blocks in 4×4 processing
unit is 138 and 92 for worse and best case, respectively.
Compared to the 366 required FME processing blocks without
incorporating our proposed FME mode preselection algorithm,
our proposal can reduce the computation complexity of FME
significantly. Implementation results show that our proposed
FME mode preselection algorithm only consumes 9k gate
counts when synthesized by 90nm technology.
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TABLE IX

Execution Time Reductions for Proposed Algorithm Subject to Full Mode FME

(%)
QPBL = 18 QPBL = 28 QPBL = 33 QPBL = 38
QPEL=12 QPEL=22 QPEL=27 QPEL=32

Akiyo 79.97 79.99 79.99 79.98
Dancer 79.35 79.93 79.96 79.94

Coastguard 78.93 79.85 79.96 79.98
Table 79.43 79.92 79.99 79.99

Tempete 79.28 79.98 79.97 79.98
BL:QCIF Football 77.32 79.63 79.89 79.95
EL:CIF Foreman 79.63 79.96 79.95 79.94

MD 79.92 79.97 79.98 79.98
Mobile 78.43 79.97 79.97 79.97
News 79.78 79.97 79.99 79.97

Soccer 79.29 79.96 79.95 79.99
Stefan 78.38 79.82 79.96 79.98

Blue−sky 79.82 79.89 79.95 79.92
Pedestrian 79.87 79.95 79.94 79.85

EL:1080P Riverbed 79.95 79.98 79.97 79.99
BL:540P Station2 79.85 79.97 79.35 79.93

Sunflower 79.92 79.99 78.93 79.85
Tractor 79.98 79.97 79.95 79.94

Average 79.39 79.93 79.87 79.95

Fig. 20. Detailed hardware architecture of Type3 and Type4 FME mode preselection algorithm.

TABLE X

BD-PSNR and BD-rate Comparisons for Different Algorithms

BD-PSNR (dB)
Proposed [4] [18] [19]
−0.037 −0.114 −0.034 −0.05

BD-rate (%)
Proposed [4] [18] [19]
+0.914 +1.14 +0.37 +1.64

Complexity saving (%)
Proposed [4] [18] [19]
79.79∗ 64∗∗ 44.25∗ 79∗∗

∗: execution time savings
∗∗: clock cycle savings

VII. Conclusion

In this paper, we proposed an FME mode preselection
algorithm to skip potentially ignorable prediction modes be-
fore FME to lighten the computation complexity. The rate
distortion cost relationship between different prediction modes

was analyzed first to explore the possibility of ignoring some
prediction modes. Afterward, several statistical results were
conducted to confirm our observation and the results proved
the high possibility that some prediction modes could be
skipped before FME by using observed properties. Based on
the observations and statistical results, we proposed several
FME mode preselection algorithms to preselect modes before
entering FME operation. Simulations results showed that our
proposed FME mode preselection algorithm only results in
0.036dB and 0.496% BD-PSNR degradation and BD-rate
increase, respectively. On average, our proposed algorithm
could achieve 65.97% mode reduction. The resulted hardware
only cost 9K gate count.
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