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Results of a theoretical study on non-Markov response for femtosecond laser-driven coherent ring
currents in chiral aromatic molecules embedded in a condensed phase are presented. Coherent ring
currents are generated by coherent excitation of a pair of quasi-degenerated π -electronic excited
states. The coherent electronic dynamical behaviors are strongly influenced by interactions between
the electronic system and phonon bath in a condensed phase. Here, the bath correlation time is not
instantaneous but should be taken to be a finite time in ultrashort time-resolved experiments. In
such a case, Markov approximation breaks down. A hierarchical master equation approach for an
improved semiclassical Drude dissipation model was adopted to examine the non-Markov effects on
ultrafast coherent electronic ring currents of (P)-2,2′-biphenol in a condensed phase. Time evolution
of the coherent ring current derived in the hierarchical master equation approach was calculated and
compared with those in the Drude model in the Markov approximation and in the static limit. The
results show how non-Markovian behaviors in quantum beat signals of ring currents depend on the
Drude bath damping constant. Effects of temperatures on ultrafast coherent electronic ring currents
are also clarified. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4834035]

I. INTRODUCTION

In recent years, laser control of currents in molecular
systems and solids has attracted much attention for realization
of optoelectronic devices.1–6 Quantum dynamical simulations
for the creation of ultrafast ring currents in organic molecules
by ultrashort UV laser pulses have been presented.7–14 The
π -electron ring current in Mg-porphyrin could be induced by
a few cycles of circularly polarized UV laser pulses within
a few femtoseconds.8–10 In the process, circularly polarized
light transfers photon angular momentum to degenerated
electronically excited states of Mg-porphyrin. The use of
linearly polarized UV laser pulses to create π -electron
rotation along the ring of 2,5-dichloro[n](3,6) pyrazinophane
was proposed by Kanno et al.11–15 An efficient method for
multi-dimensional quantum switching of π -electron rotation
in (P)-2,2′-biphenol was developed by Mineo et al.16, 17

These are chiral molecules, with planar chirality and axial
chirality, respectively. The aromatic rings in the study have
no degenerate electronic states, but rather create transient
electronic angular momenta. That is that the electronic an-
gular momentum along each aromatic ring can be generated
by coherent excitation of a pair of nondegenerate excited
states. The created current in this case would be referred to as
coherent ring current or quantum beats of ring currents. On
the other hand, the ring current in Mg-porphyrin, created via
optically active degenerate excited states, is essentially inco-
herent. As the characteristic features for the quantum electric

current and the classical one are concerned, coherent ring
current corresponds to alternative current, while incoherent
current corresponds to direct current.

In order to realize ultrafast switching devices of organic
molecules, however, there remain many unsolved issues. One
of the key issues is to clarify effects of environment on coher-
ent ring current because devices consist of current-generating
aromatic molecules which form a solid or are embedded in
a condensed phase. In a previous study17 we treated system-
bath interaction effects on coherent ring currents within the
Markov approximation, assuming that the interaction is in-
stantaneous and there is no back action from the heat bath.
The results showed that quantum beats (time-dependent be-
haviors) of coherent ring currents and the induced magnetic
fields decrease with its exponential-decay envelope as time
develops. It should be noted that coherent behaviors take place
in an ultrashort time regime, within hundreds of femtosec-
onds, which is the same order of correlation time as that of
the bath modes. For such a case, the Markov approximation
may break down, and we have to explicitly take into account
the back action of molecular system on heat bath.

In this paper, we clarify non-Markovian effects of en-
vironments on coherent ring currents in chiral aromatic
molecules coupled with heat bath modes. For this purpose, we
adopt the hierarchical equations of motion (HEOM) approach
in an improved semiclassical Drude dissipation model.18 The
HEOM formalism employed here has been developed by
Tanimura and co-workers19–21 and Yan and co-workers22–27

0021-9606/2013/139(21)/214306/8/$30.00 © 2013 AIP Publishing LLC139, 214306-1
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mainly from the calculus on the Feynman-Vernon’s influence
functional path integral.28 Shao and co-workers have also de-
rived this formalism via a stochastic field description.29–31

The HEOM formalism has been applied to many fields, such
as electron transfer,32, 33 nonlinear optical spectroscopy,34–37

and transient quantum transport.38–40 Recently it is used as a
standard theoretical tool for exploring the excitation energy
transport processes in photosynthetic biological systems.41–48

Non-Markovianicity or memory of noise causes also promi-
nent features in quantum information such as the revival of
entanglement after its “sudden death.”49, 50 A dynamic mea-
sure for the degree of non-Markovian behavior in open quan-
tum system had been also proposed with respect to a flow of
information from the environment back to the system.51, 52

This paper is organized as follows. In Sec. II, we briefly
present a procedure for the HEOM approach in the semiclassi-
cal Drude dissipation model. In Sec. III, numerical simulation
results of quantum beats of coherent ring currents of (P)-2-2′-
biphenols in a condensed phase are presented and the effects
of non-Markovian response on the ultrashort coherent behav-
iors are discussed. In Sec. IV, we summarize the present work.

II. HIERARCHICAL EQUATION OF MOTION (HEOM)
APPROACH FOR COHERENT ELECTRIC RING
CURRENTS OF CHIRAL MOLECULES IN A HEAT
BATH

Consider a total system consisting of a chiral aromatic
molecule in a heat bath. Laser pulses are applied to the system
and are assumed to interact with the π -electronic states of
the molecule but not with the bath mode. The π -electronic
states are modulated by stochastic heat bath of the solvent.
The interaction between the molecule and laser field is taken
into account within the semi-classical theory.

Time-dependent coherent electron ring current, I(t), is
defined in terms of the expectation value of current density
operator as

I (t) = Tr[ρ(t)Î ], (1)

where ρ(t) is the molecular density operator and Î , current
density operator, is given as

Î = e¯

2mei
( �∇ − ←∇). (2)

Here, �∇(
←∇) denotes the nabra operating the atomic orbital on

the right-hand (left-hand) side.
The Hamiltonian of the total system, HT, is given in the

semiclassical molecule–laser interaction as

HT = HM + HB + FMR(t) + FMB(t), (3)

where HM is the molecular system Hamiltonian, HB is the
bath Hamiltonian, FMR(t) is the molecular system-radiation
interaction operator, and FMB(t) is the stochastic molec-
ular system–bath interaction operator that can be gener-
ally expressed as FMB(t) = ∑

a

Qa(FB(t))a . Here, the system

operators {Qa} are called dissipative modes through which
the stochastic bath operators {(FB(t))a} acting on the sys-
tem. In this work we choose Qa = |a〉〈a| for the solvent bath

induced excited states {a} energy fluctuation, with respective
to the ground state. As only two electronic excited states will
be considered in this work, we have a = 1, 2 in the following.

By tracing out the total composite system density opera-
tor over the bath variables, the reduced molecular system den-
sity operator, ρ(t) ≡ ρ0(t), can be described by the HEOM for-
malism, with the aid of a set of well-defined auxiliary density
operators (ADOs),{ρn(t)}, as

∂

∂t
ρn(t) = −(iLs(t) + δRn + γn)ρn(t) + ρ(−)

n (t) + ρ(+)
n (t).

(4)
Here, Ls(t) O ≡ [HM + FMR(t), O] defines the reduced sys-
tem Liouvillian, Ls(t), under the external classical driving
fields, ρn(t) is an nth-tier ADO, with the index n being a col-
lection of indices, i.e., n ≡ {n11, n12, . . . , n1N, n21, . . . , n2N }
and ρn(t) = ρn11,n12,...,n2N

(t) for n =
2∑

a=1

N∑
k=1

nakbeing the tier

level. The reduced density matrix, r(t) ≡ r0(t), is the zeroth-
tier ADO, and the Markov approximation can be obtained
from Eq. (4) truncated at the tier level of n = 1 with setting
N = 0. In Eq. (4), ρ

(±)
n (t) describes how the given nth-tier

ADO, ρn(t), depends on its associated (n ± 1)th-tier ADOs,
and γ n is a damping parameter which collects the underlying
memory components, while δRn is a super operator for a par-
tial inclusion of the residue dissipation. The explicit expres-
sions of these quantities are dictated by the exponential se-
ries expansion of bath correlation functions and will be spec-
ified as follows. The initial thermal equilibrium conditions
before external field action can be obtained via the steady-
state solution to HEOM. The resulted initial nonzero ADOs
take account for the initial system-bath correlations at ther-
mal equilibrium. In this work, the system before excitation is
initially at the electronic ground state with the corresponding
canonical thermal solvent environment.

In the stochastic bath model, the organization energy λ

and damping parameter γ are parameters to specify the bath
mode space. The Drude bath spectral density function is given
as

Ja(ω) = 2λaγa,Dω

ω2 + γ 2
a,D

. (5)

This indicates that reorganization energy can be obtained by
λa = ∫

dωJa (ω)
πω

.
The Boson bath correlation function at temperature T is

written through the fluctuation–dissipation theorem as

Ca(t) ≡ 〈Fa,B(t)Fa,B(0)〉B

= 1

π

∫ ∞

−∞
dω exp (−iωt) f (βω)Ja(ω). (6)

Here, f(βω) denotes the Bose-Einstein distribution func-
tion, f (βω) = 1

1−exp(−βω) with β = 1/(kBT). The correlation
function Eq. (6) can be expanded in the expansion series as

Ca(t) =
N∑

k=D,1

ca,k exp(−γa,kt) + δCa,N (t). (7)

Here, γ a, D comes from the Drude spectral density function
of Eq. (5), and γ a, k = γ k with k = 1, 2, . . . , N comes from
the poles of f(βω) in C(t). The exponential series expansion
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of the correlation function can be evaluated using the standard
contour integration technique.

Efficient HEOM algorithms have been developed by
Yan’s group.18 They proposed an optimized HEOM theory,
on the basis of an optimal family of Padé spectrum de-
composition (PSD) schemes for Bose-Einstein distribution
function,25 and identified the [N/N] PSD is the best for Drude
dissipation.18, 26 The optimized HEOM theory, together with
its simple criterion on accuracy control, have been demon-
strated extensively, covering such as spin-Boson dynamics,
coherent two-dimensional nonlinear spectroscopy, and dis-
persed transient absorption signals of a model dimer system
at different temperatures.

In the [N/N] PSD scheme, the Bose function, f (x)
≈ f [N/N](x), is exact up to O((x)4N + 1). It reads

1

1−exp(−x)
≈f[N/N](x) + O(x4N+1)

= 1

x
+ 1

2
+

N∑
k=1

2ηkx

x2+β2γ 2
k

+ RNx + O(x4N+1),

(8)

where x = βω,RN = 1
4(N+1)(2N+3) , and ηk and βγ k are PSD

coefficients and poles that are all positive.25 Using then
the fluctuation-dissipation theorem, Eq. (6), the exponen-
tial series expansion of the Drude bath correlation function,
Eq. (7), can be obtained via the contour integral on the lower
half plane. We obtain

ca,D = −2iλaγa,Df[N/N](βω)
∣∣
ω=−iγa,D

, (9a)

ca,k = 2ηk

iβ
Ja(ω)

∣∣∣∣
ω=−iγk

(k= 1, . . . N), (9b)

δCa,N (t) ≈ 2�a,Nδ(t), (9c)

where �a, N = 2λaβγ a, DRN. The optimized HEOM formal-
ism can then be obtained without further approximation. The
only approximation is performed in the white noise treatment
of the residue, δCN(t), by Eq. (9c). This results in the residue
dissipation superoperator, δRn in Eq. (4), a white noise form
of

δRnρn(t) =
∑

a

�a,N [Qa, [Qa, ρn(t)]] . (10)

The damping parameter γ n in Eq. (4) is given as

γn =
∑

a

N∑
k=D,1

na,kγk. (11)

The tier-down and tier-up operators are, respectively, ex-
pressed as

ρ(−)
n (t)

=−i
∑

a

N∑
k=D,1

√
na,k

|ca,k|
(
ca,kQaρa,n−

a,k
(t)−c∗

a,kρa,n−
a,k

(t)Qa

)
(12)

and

ρ(+)
n (t) = −i

∑
a

N∑
k=D,1

√
(na,k + 1)|ca,k|[Qa, ρa,n+

a,k
(t)].

(13)

Here, ρa,n−
a,k

(ρa,n+
a,k

), with the indices n±
a,k ≡ {n11, . . . ,

na,k ± 1, . . . , n2N }, is the associated (n − 1)th ((n + 1)th)
-tier ADO.

III. RESULTS AND DISCUSSION

We present the results of application of the HEOM
procedure to coherent ring currents for a real model system
of (P)-2,2′-biphenol in a condensed phase. Quasi-degenerate
electronic excited states (b1 and b2) of (P)-2,2′-biphenol were
selected for simplicity. The two electronic states belong to
the totally symmetric irreducible representation. The differ-
ence in energy between these excited states is 0.065 eV,
which was calculated by using the TD-DFT B3LYP level of
theory.16, 53 The two transition moments are along the short
and long axes of (P)-2,2′-biphenols and are nearly orthogonal
to each other. The electric field of the laser and pulse, E(t),
was assumed to have the form E(t) = A(t) cos(ωLt), where
A(t) is the amplitude of the pulse with a linearly polarized
polarization vector and ωL is the laser central frequency. For
model simulations, a pulse excitation of (P)-2,2′-biphenol in
the ground state was taken into account. The following laser
pulse parameter set was used:

A(t) = F0g

(
t, ti = 0, tf = 2π

ωb2b1
= 10 fs

)
,

with F0 = 6.0 GV/m, and

g(t, ti , tf ) = θ
(
ti < t < tf

)
sin2

(
π

t − ti

tf − ti

)
.

Here, θ (ti < t < tf) is a step function; θ (ti < t < tf) = 1 for ti
< t < tf and zero for other cases.

The direction of the linearly polarized pulse is taken to
generate a coherent superposition of the two electronic states.
The central frequency satisfies ωL = (Eb1 + Eb2)/2. Effects of
inhomogeneous distribution of (P)-2, 2′-biphenols were omit-
ted for simplicity. An improved Drude model was adopted as
the heat bath modes.

In this work, we assume that the bath influence on each
electronic state can be described with the same spectral den-
sity function [cf. Eq. (5)]. It is noted that the reorganization
energy, λ = λ1 + λ2 (where we assume λ1 = λ2) specifies the
system-bath coupling strength. Two extreme cases can be con-
sidered: one is a weak system-bath coupling case, in which λ

is small compared with the energy difference between quasi-
degenerate two electronic states, �E, i.e., λ < �E. In this
case it should be noted that λ < �E if γ D > �E, which cor-
responds to the motional narrowing limit. The other is a strong
coupling case in which λ > �E, i.e., 1

�E
< 1

λ
. The other

parameter, the damping parameter,γ D, which we assume
γ 1, D = γ 2, D = γ D, reflects whether observed spectra are ex-
plained in the Markov approximation or beyond the Markov
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approximation. Markov approximation is valid for cases in
which γ D > �E or τc ≡ 1

γD
< 1

�E
≡ t is satisfied. That is, the

bath correlation time is short compared with the time regime
for observation. In this case, each phase of the off-diagonal
elements in the reduced density matrix exponentially decays
with a dephasing constant �. The dephasing constant can be
expressed in terms of the Drude bath mode parameters (λ
and γ D) and temperature T as � = 2λkBT/γ D (see the Ap-
pendix). For γ D < �E, i.e., τc ≡ 1

γD
> 1

�E
≡ t , the Markov

approximation breaks down.
Consider a weak coupling case. Here λ = 0.01eV,

which satisfies the weak coupling condition λD(= 0.01 eV)
< �Eb2b1 (= 0.065 eV), was adopted. Figure 1(a) shows the
time evolution of coherent ring currents Ib1,b2 (t) calculated
with γ D = 0.50 eV at T = 298 K. In Fig. 1(a), the quan-
tum beats Ib1,b2 (t) in red color denote those calculated by the
HEOM procedure. In the following discussions, the number
of tiers was set to be tier = 4 and [N/N] PSD was carried out
with N = 3; however, in Fig. 1(b) comparison of with and
without Padé spectrum decomposition N = 0 and N = 3 is
discussed. For comparison, the time-dependent ring current
in the Markov approximation is drawn by the dotted line in
red color. In the Markov approximation, Ib1,b2 (t) can be ex-
pressed as Ib1,b2 (t) ∼ exp[−�b1b2 t] sin(ωb2b1 t). Here, the de-
phasing constant has the form �b1b2 = 2λDkBT /γD = 1.03
× 10−3 eV in the Drude model. It can be seen in Fig. 1(a)
that the time-dependent behaviors in Ib1,b2 (t) obtained by the
HEOM procedure with N = 3 are almost same as those in the
Markov approximation. This is because the time-dependent
behaviors of the coherent ring currents in Fig. 1(a) corre-
spond to the motional narrowing limit since the parameter
γ D = 0.50eV satisfies γ D > �E (=0.065 eV), which corre-
sponds to bath correlation time 1/γ D = 1.3 fs, and, further-
more, the classical fluctuation-dissipation theorem with the
first term in Eqs. (9a)–(9c) can be safely adopted.26

Figure 1(b) shows three types of Ib1,b2 (t) calculated
at T = 77 K. Here, the same Drude parameters as those
in Fig. 1(a) were adopted. This means that the Markov
approximation is valid in the time-dependent behaviors.
The line in green color is Ib1,b2 (t) calculated by the HEOM
procedure with N = 0, i.e., without any consideration of Padé
spectrum decomposition. The line in black color represents
Ib1,b2 (t) is calculated by the HEOM procedure with taking
into account [3/3] Padé spectrum decomposition. The dotted
line in red color is Ib1,b2 (t) calculated with �b1b2 = 2.66
× 10−4 eV in the Markov approximation in the Drude model.
It can be found from the results shown in Fig. 1(b) that
temperature dependence in the HEOM procedure must be
taken into account at low temperatures.

Figures 2(a) and 2(b) show Ib1,b2 (t) calculated with the
Dude parameter set (λD = 0.01eV and γ D = 0.01eV) at
T = 298 K (77 K). The lines in black in Figs. 2(a) and 2(b)
denote Ib1,b2 (t) obtained by the HEOM procedure. In Fig. 2,
the condition of γ D = 0.01 eV < �E(= 0.065 eV) is satisfied.
The bath correlation time is ¯/γ D = 66 fs. Therefore, in Fig. 2,
the time-dependent behaviors of Ib1,b2 (t) for t < 66 fs should
basically reflect a non-Markov nature. The dotted lines in blue
in Figs. 2(a) and 2(b) denote Ib1,b2 (t) in the static limit, which
is the opposite limit of the Markov approximation. In the

FIG. 1. (a) Time evolution of coherent ring currents Ib1,b2 (t) of (P)-2,2′-
biphenol in a condensed phase in the Drude model at T = 298 K. The
model calculations of Ib1,b2 (t) were carried out with the Drude parameter
set (λ = 0.01 eV as the reorganization energy; γ D = 0.50 eV as the
damping parameter) under the weak coupling condition. The black line
denotes Ib1,b2 (t) calculated by the hierarchical equation of motion (HEOM)
procedure with tier = 4 for number of tiers and N = 3 for Padé spectrum
decomposition (PSD). The dotted line in red color denotes Ib1,b2 (t) in the
Markov approximation. Here, an exponential decay form was used for
Ib1,b2 (t) with the dephasing constant �b1b2 = 1.03 × 10−3 eV in the Drude
model. (b) Ib1,b2 (t) at T = 77 K. The same Drude parameters as those in
Fig. 1(a) were adopted. The line in green (black) color denotes Ib1,b2 (t)
calculated by the HEOM procedure with N = 0 (3). The dotted line in
red color denotes Ib1,b2 (t) calculated by the Markov approximation with
dephasing constant �b1b2 = 2.66 × 10−4 eV in the Drude model.

static limit, Ib1,b2 (t) can be approximately expressed in terms

of a Gaussian form as Ib1b2(t) ≈ exp[−iωb1b2t − �static
b1b2 t2

2 ] with
�static

b1b2 = 2λkBT (= 5.14 × 10−4 eV) for T = 298 K in the
Drude model (See the Appendix). The time-dependent behav-
ior is totally different from the other two lines, as expected.
The Gaussian-type expression in Ib1,b2 (t) qualitatively repro-
duces the time-dependent behaviors for t < 66 fs in a short
time regime that is around a half period of oscillation in quan-
tum beats. However, it should be noted that the Gaussian-type
expression fails to reproduce the time-dependent behaviors
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FIG. 2. (a) Ib1,b2 (t) of (P)-2,2′-biphenol in a condensed phase in the Drude
model at T = 298 K. Drude parametersλ = 0.01 eV and γ D = 0.01eV were
adopted under the weak coupling condition. The black line denotes Ib1,b2 (t)
calculated by the HEOM procedure. The dotted line in blue color denotes
Ib1,b2 (t) calculated in the static limit. Here a Gaussian form for Ib1,b2 (t)with
dephasing constant �static

b1b2 = 5.14 × 10−4 eV2 was used. The dotted line in
red color denotes Ib1,b2 (t) in the Markov approximation with �b1b2 = 5.14
× 10−2 eV. The area in green color denotes the laser pulse shape, where the
laser pulse duration tf − ti = 10fs. (b) Ib1,b2 (t) at T = 77 K. The same Drude
parameters as those in Fig. 2(a) were adopted. The line in black color denotes
Ib1,b2 (t) calculated by the HEOM procedure. The dotted line in blue color de-
notes Ib1,b2 (t) calculated with dephasing constant �static

b1b2 = 1.33 × 10−4 eV2

in the static limit. The dotted line in red color denotes Ib1,b2 (t) calculated by
the Markov approximation with dephasing constant �b1b2 = 1.33 × 10−2 eV.

calculated by the HEOM procedure, which shows more than
one cycle oscillation of quantum beats even at a high tem-
perature of T = 298 K. For comparison, a dotted line in red
denotes Ib1,b2 (t) calculated within the Markov approximation.

In Fig. 2(b), Ib1,b2 (t) calculated by the HEOM procedure
and that calculated by the static limit are semi-quantitatively
the same time-dependent behaviors at T = 77 K. Again, it
can be seen that there is a deviation between the two lines
for Ib1,b2 (t): the quantum beats in Ib1,b2 (t) calculated by the
HEOM procedure are preserved in a much longer time regime
near 300 fs, while those calculated in the static limit dissipate

FIG. 3. (a) Ib1,b2 (t) of (P)-2,2′-biphenol in a condensed phase in the Drude
model at T = 298 K. Drude parametersλ = 0.01 eV and γ D = 0.03eV were
adopted under the weak coupling condition. The black line denotes Ib1,b2 (t)
calculated by the HEOM procedure. The dotted line in blue color denotes
Ib1,b2 (t) calculated with �static

b1b2 = 5.14 × 10−4 eV in the static limit. The
dotted line in red color denotes Ib1,b2 (t) in the Markov approximation with
�b1b2 = 1.71 × 10−2 eV. (b) Ib1,b2 (t) at T = 77 K. The same Drude pa-
rameters as those in Fig. 3(a) were adopted. The line in black color denotes
Ib1,b2 (t) calculated by the HEOM procedure. The dotted line in blue color de-
notes Ib1,b2 (t) calculated with dephasing constant �static

b1b2 = 1.29 × 10−4 eV2

in the static limit. The dotted line in red color denotes Ib1,b2 (t) calculated by
the Markov approximation with dephasing constant �b1b2 = 4.28 × 10−3 eV.

around at 150 fs. The existence of such a deviation indicates
that the HEOM procedure is necessary to quantitatively ex-
plain the non-Markov response to coherent ring currents even
in the static regime beyond Gaussian dephasing treatment.

Figure 3 shows time-dependent behaviors of Ib1,b2 (t) for
the Drude parameter set (λ = 0.01 eV and γ D = 0.03eV) at
T = 298 K (77 K). The difference in temperature dependence
between the quantum beat signals in the static limit and those
in the Markov approximation is notable. At T = 77 K, the sig-
nals in the Markov approximation semi-quantitatively reflect
those in the HEOM even in the short time regime, while those
calculated in the static limit reproduce only at the initial time
regime within a half period of quantum beat oscillation. In this
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paper, a semiclassical Drude model was adopted as the bath
modes. At low temperatures, quantum behaviors in the bath
modes may play an important role in the beat signal, and a
model appropriate for bath modes at low temperatures should
be treated beyond the semiclassical Drude model. There are
several models for bath modes including harmonic oscillator
model and Brownian oscillator model. The optimized HEOM
theory has also been constructed for quantum dissipation in a
bath environment with multiple Brownian oscillators.25 It is
applicable to dephasing effects in ultrafast coherent ring cur-
rents in low temperature cases to clarify the non-Markovian
response at low temperatures.

Physically, non-Markovianicity occurs whenever the
system back-action on environment plays roles. However, the
measure of non-Markovianicity is not unique.51, 52 Recently
Xu et al.27 proposed the so-called dynamical inhomogeneity
parameter, defined as

α = max

{
αa,k =

∣∣∣∣∣ ca,k

2γ 2
a,k

∣∣∣∣∣
}

a = 0, 1 k = D, 1, . . . , N.

(14)
This dimensionless parameter depends only on the exponen-
tial expansion component of bath correlation function as in
Eq. (7). We will see below it does serve as a convenient mea-
sure on the non-Markovianicity of the system dynamics. Evi-
dently, the bath is effective a white noise when α  1 (assum-
ing also that the inverse of bath fluctuation timescale, γ max,
is larger than the system characteristic frequency). According
to Eqs. (9a)–(9c), we have αa, D = |λaf[N/N](−iβγ a, D)/γ a, D|
and αa,k = |ηkJa(−iγk)/βγ 2

k |(k = 1, . . . , N ). We remark
that for high temperature case αa, D is much larger than other
αa, k(k = 1, . . . , N), while for low temperature case αa, D

and certain αa, k(k = 1, . . . , N) become more comparative.
Therefore, when temperature is lower, the contributions from
k = 1, . . . , N are often not negligible. In order to see the
Markovinicity we considered the time-dependent behaviors
of quantum beats at the initial time region 0 < t < 1/�E,
with two parameters �E and γ D. The evaluated values of a
corresponding to Figs. 1(a), 2(a), and 3(a) (Figs. 1(b), 2(b),
and 3(b)) are α = 0.01, 2.6, and 0.3 (α = 0.01, 0.7, and 0.2),
respectively. It can be seen that Markovianicity seems to be
stronger at lower temperatures. We remark that parameter α

to test Markovianicity shows reasonable agreement with our
numerical results for above cases. For α  1, as the cases
of Figs. 1(a) and 1(b), the numerical results clearly indicate
the Markovian dynamics; whereas for α > 1 as in Fig. 2(a),
a strong non-Markovianicity is evident. In particular the
cases with α ≈ 1 would reflect comparative Makovian and
non-Markovian properties. The larger a value is the further
away from Markovian; see, for example, Figs. 2(b), 3(a), and
3(b), with α = 0.7, 0.3, and 0.2, respectively.

The above observations represent a quantitative
explanation on Markovinicity, in terms of the dynamical
inhomogeneity parameter α. The demonstrations are made
through the comparison between the HEOM results and
those from the Markovian theory. However, as discussed
by Tanimura and Wolynes,54 the appearance of damping
in quantum beats caused by non-Markovian noise may be
reproduced with an effective Markovian noise of weaker

coupling strength. This situation would also occur in the
simulation of linear spectroscopy. Fortunately, multiple
dimensional spectroscopy can provide an experimental
means to “visualize” the non-Markovianicity, for example,
via the ratio of auto-correlation spectrum signal broadenings
along the diagonal and anti-diagonal directions.27 The same
dynamical inhomogeneity parameter, α, of Eq. (14), works
also for the non-Markovianicity in nonlinear spectroscopic
measurements.27

Recently, Dijkstra and Tanimura55 showed that
nonlinear optical response can also decipher the initial
correlation induced non-Markovianicity. To see whether
the related type of non-Markovianicity can be reflected
in time-dependent coherent ring current experiments, we
consider the nonlinear response of coherent ring currents
Ib1,b2 (t) of (P)-2,2′-biphenol by applying a laser pulse with
much longer pulse profile. The following laser pulse pa-
rameter set is used: A(t) = F0g(t, ti = 0, tf = 2π

ωb2b1
= 64 fs)

with F0 = 1.2 GV/m, for the same Drude dissipation case
(λ = 0.01 eV, γ D = 0.01 eV) in Figure 2(a), at T = 298 K. The
results are shown in Figure 4. Compared with the results in
Figure 2(a), in Figure 4 the deviation of Ib1,b2 (t) calculated by
HEOM from that calculated by the Gaussian-type expression
becomes much larger. The increase of non-Markovianicity
exhibited by the laser pulse with longer time profile indicates
the non-Markovianicity originates from the initial correla-
tions between the two electronic states and the bath since
the nonlinear interactions between π electrons and radiation
fields increase for longer pulse case.

In the present treatment, (P)-2-2′-biphenols were
assumed to be frozen in an embedded state in a solid, omit-
ting molecular vibrations. It has already been recognized that
intramolecular vibrations directly affect dephasing processes
of ring currents through nonadiabatic couplings. In actual
molecular systems, both intramolecular vibrations and in-
termolecular vibrations have significant effects on the ring

FIG. 4. Ib1,b2 (t) of (P)-2,2′-biphenol in a condensed phase in the Drude
model at T = 298 K. The same Drude parameters as those in Fig. 2(a) were
adopted. The black line denotes Ib1,b2 (t) calculated by the HEOM procedure.
The dotted line in blue color denotes Ib1,b2 (t) calculated in the static limit.
Here a Gaussian form for Ib1,b2 (t)with dephasing constant �static

b1b2 = 5.14
× 10−4 eV2 was used. The area in green color denotes the laser pulse shape,
where the laser pulse duration tf − ti = 64 fs.
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currents of molecules.56, 57 It would be interesting to investi-
gate the interplay between the two dephasing processes orig-
inating from intramolecular and intermolecular vibrations.

IV. CONCLUSION

In this paper, we examined the non-Markov response
to femtosecond coherent ring currents in chiral aromatic
molecules in a condensed phase. Our treatment was based
on a hierarchical equation of motion (HEOM) procedure. A
semiclassical Drude model was adopted for the heat baths.
Simulations of the quantum beat signals Ib1,b2 (t) of (P)-2,2′-
biphenol in a condensed phase were carried out in the weak
molecule-heat bath coupling case. The important parameter of
the Drude model, γ D, dependence on the signals, was calcu-
lated, and non-Markov behaviors were clarified by comparing
both I(t) with those in the Markov approximation and those in
the static limit. It was found that the beat signals calculated by
the HEOM approach appear even in the time regime beyond
the static limit because of the back actions of the bath modes
to the current-generating molecules. This indicates that the
non-Markov response has an important role in appearance of
coherent ring currents in aromatic molecules in a condensed
phase. This is a general phenomenon in ultrafast coherent dy-
namical processes of molecular systems in a condensed phase.
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APPENDIX: DEPHASING CONSTANTS IN THE
DRUDE MODEL

Let us derive an expression for the equation of motions
of the reduced molecular density operator in the Markov ap-
proximation. In the classical Drude bath model, bath fluctua-
tion effects are solely described from Eq. (9a) in terms of the
bath correlation function,

C(t) = cD exp(−γDt), (A1)

with cD = 2λkBT.
The correlation function is equivalent to that in the

Gaussian-Markovian process. The correlation function asso-
ciated with two molecular states, a and b, has the form49

Cab(t) = |vab|2 exp

(
− t

τc

)
. (A2)

By comparison with the two expressions for the correla-
tion function, the coupling matrix element has the form
vab = √

2λkBT . The correlation time τ c is given as
τ c = 1/γ D. From the above treatment, one can obtain the ex-

pression for the density matrix element as

ρab(t) = exp

[
−iωabt −

∫ t

0
dt1

∫ t1

0
dt2Cab(t2)

]

= exp

[
−iωabt − |vab|2τ 2

c

{
exp

(
− t

τc

)
− 1 + t

τc

}]
.

(A3)

Now, the time-dependent off-diagonal density matrix element
in the Markov approximation can be expressed by taking
t
τc

→ ∞ as

ρab(t) ≈ exp [−iωabt − �abt] . (A4)

Here �ab is the dephasing constant in the Drude bath model,
and is given as

�ab ≡ |vab|2τc = 2λkBT

γD

. (A5)

In a similar way, the off-diagonal density matrix element in
the static limit case is expressed by restricting expansion of
the exponent in Eq. (A3) to an order of t2 in a short time limit
as

ρab(t) ≈ exp

[
−iωabt − �static

ab t2

2

]
. (A6)

Here

�static
ab = |vab|2 = 2λkBT . (A7)
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