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Low-Complexity ICI Suppression Methods Utilizing
Cyclic Prefix for OFDM Systems in High-Mobility

Fading Channels
Chun-Ying Ma, Student Member, IEEE, Sheng-Wen Liu, and Chia-Chi Huang

Abstract—This paper focuses on a simple intercarrier interfer-
ence (ICI) suppression scheme that linearly combines the inter-
symbol interference (ISI)-free part of a cyclic prefix (CP) and its
corresponding part in an orthogonal frequency-division multiplex-
ing (OFDM) signal to soothe the ICI effect caused by a time-
varying channel. In contrast with existing heuristic combining
weights in the literature for ICI suppression, we derived three sets
of optimum combining weights in different aspects. Through simu-
lations, we show that the proposed combining weights outperform
other existing heuristic combining weights. In addition, a simpli-
fied implementation is introduced to reduce the computational
complexity of combining. Furthermore, the proposed methods can
be incorporated with other ICI mitigation methods to further
improve the system performance.

Index Terms—Cyclic prefix (CP) combining, cyclic prefix
(CP) recycling, high mobility, intercarrier interference (ICI)
suppression, low-complexity ICI mitigation method, orthogonal
frequency-division multiplexing (OFDM), sliding window.

I. INTRODUCTION

O RTHOGONAL frequency-division multiplexing (OFDM)
is a promising modulation scheme mainly due to its ro-

bustness against frequency-selective channels. The main idea is
to divide a broadband frequency-selective channel into a num-
ber of narrowband flat subchannels using fast Fourier transform
(FFT). By inserting a cyclic prefix (CP) before transmission,
intersymbol interference (ISI) is avoided, and the orthogonality
among subcarriers is preserved. As a result, the distortion
caused by the channel effect can be equalized merely by a
one-tap equalizer on each subcarrier. Owing to its immunity
against frequency-selective channels, OFDM has become a key
air interface for modern wireless communication systems such
as digital video broadcasting (DVB), Long Term Evolution
Advanced (LTE-A), and wireless local area networks.
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In contrast with its ability to combat channel selectivity in
frequency, OFDM is, however, sensitive to channel selectivity
in time. The time selectivity of the channel becomes nontrivial
when the system operates in a high-mobility environment.
In this situation, the orthogonality among subcarriers will be
destroyed, and the loss of orthogonality will cause intercarrier
interference (ICI), which may severely degrade bit error rate
(BER) performance [1].

To combat the ICI effect caused by the time-varying channel,
numerous ICI mitigation schemes were proposed [2]–[17].
In [2]–[4], linear equalizers based on minimum-mean-square-
error and least squares (LS) criteria were proposed. In [5]–
[9], methods based on successive interference cancelation
were proposed to further improve the performance. A maxi-
mum a priori/maximum-likelihood-based joint channel slope
estimation and data detection method using an expectation–
maximization algorithm was proposed in [10]. Decision-
feedback equalizers were proposed in [6], [11], and [12].
In [13], a method that uses a Q-tap equalizer instead of a
traditional one-tap equalizer to suppress the ICI power was pro-
posed. In [14], channel estimation and ICI mitigation methods
that utilize CP or adjacent OFDM symbols were proposed. In
[15]–[17], time-domain windowing techniques for concentrat-
ing ICI into its main band were proposed. This technique is
also called an ICI shortening technique, and it can cooperate
with other equalization techniques such as in [2]–[13]. In [18]
and [19], low-complexity joint equalization and channel coding
algorithms were proposed.

In this paper, we focus on a simple scheme investigated
in [20]–[25], where the ISI-free part of the CP is linearly
combined with its corresponding part in the OFDM signal to
suppress the ICI power. This method is motivated by the fact
that, in some situations, the length of a CP is much larger than
the delay spread; therefore, a considerable number of ISI-free
samples exist. For instance, in broadcasting systems, because
the length of a CP is chosen to support the worst-case delay
spread within its coverage area, the CP length may be much
larger than some users’ delay spreads. Hence, exploiting these
unused resources is an important issue. Furthermore, it is worth
noting that this scheme can be incorporated with most common
ICI mitigation methods, e.g., in [2]–[13]; that is, the output of
CP combining can be regarded as a new OFDM symbol, whose
ICI power is less than the original power, and the methods
[2]–[13] can be applied to this new OFDM symbol to further
mitigate the ICI effect.
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For the a priori parts in this arena, Chang proposed a pioneer
work by extending the length of a CP [20]. He proposed a
novel ICI self-cancelation scheme and proved that if the length
of a CP is extended long enough so that the length of ISI-
free samples in the CP is equal to the length of the OFDM
symbol, the ICI effect can be completely removed with linear
time-varying channel assumption. (This assumption is gener-
ally valid at reasonable vehicular speed [14].) Since it has to
modify the transmit signal formats, this method is not adaptable
to almost all the modern wireless communication systems. In
practice, there are only limited ISI-free samples in a CP, whose
length is much shorter than the OFDM symbol length. In this
situation, the work in [20] suggested to set the combining
weights uniformly, but this is apparently a suboptimum solution
in the sense of ICI minimization. Afterward, in [21]–[23],
heuristic algorithms were proposed to choose better combining
weights to improve the performance of [20]. In a parallel work
[24], an engineering intuition that Frank function window may
be the optimum combining window was shown.

In this paper, contrary to all the heuristic approaches used in
the literature [20]–[24], we mathematically analyze the effect
of weighted segment combining and propose three sets of
optimum combining weights in different aspects. Method 1,
which will be shown to be equivalent to [24], is designed
to minimize the ICI power. Unlike the engineering approach
used in [24], the optimum combining weights are analytically
derived in this paper. To take the noise effect into consideration,
we propose Method 2, which minimizes the ICI-plus-noise
power. Finally, to take advantage of the ISI-polluted CP sam-
ples, which are simply discarded in previous works, we propose
Method 3.

The following notations are adhered to throughout this pa-
per. Boldface lowercase and uppercase letters denote vectors
and matrices, respectively. Superscripts (·)T and (·)H de-
note the transpose and Hermitian of a matrix or a vector,
respectively. Superscript (·)∗ is the conjugate of a complex
variable. The OFDM block length is defined as N . F is
the N ×N unitary discrete Fourier transform (DFT) matrix
whose (m,n)th entry is given by (1/

√
N) exp(−j(2πmn/N))

∀m, n ∈ {0, 1, . . . , N − 1}. We define diag{x} as a diagonal
matrix with vector x on its diagonal. Modulo-N operation
is represented by (·)N . Numbers 1 and 0 represent column
vectors with appropriate dimensions containing all ones and all
zeros, respectively. We use OK×L to denote a K × L matrix
containing all zeros and IK to denote a K ×K identity matrix,
and the subscript may be ignored if there is no ambiguity in
the matrix dimension. Statistical expectation is denoted E[(·)].
tr(·) denotes trace operation. Finally, we use [x]A and [X](U,V)
to represent a subvector of x and a submatrix of X with the
corresponding index sets A and (U× V), respectively.

The remainder of this paper is organized as follows. In
Section II, we introduce the system model and the high-
mobility fading channel. Next, in Section III, we propose three
methods, solving three different ICI suppression optimization
problems. Then, we compare the complexity of the proposed
methods in detail in Section IV. Afterward, simulation results
are given in Section V. Finally, conclusions are drawn in
Section VI.

Fig. 1. Block diagram of the OFDM transmitter.

II. SYSTEM MODEL

The block diagram of the OFDM transmitter is shown in
Fig. 1. Input binary stream b is fed into a symbol mapper.
Symbol mapper output xF (k) is the frequency-domain signal
on subcarrier k. Without loss of generality, we assume that
E[|xF (k)|2] = 1, k = 0, . . . , N − 1. The N -point inverse FFT
(IFFT) output can be expressed as

xt(n) =
1√
N

N−1∑
k=0

xF (k)e
j 2πkn

N , n = 0, 1, . . . , N − 1.

(1)

To combat ISI, a CP is inserted before transmission. After the
CP insertion, the equivalent baseband time-domain transmitted
signal x̆t(n) can be expressed as

x̆t(n) = xt ((n)N ) , −Ng � n � N − 1 (2)

where Ng is the length of the CP. We further assume that
the length of the CP is relatively longer than the maximum
delay spread, and there are q samples in the CP that are not
affected by the ISI, i.e., q � Ng − L+ 1. The interval [−q,−1]
is commonly known as the ISI-free region [20]–[22], and inter-
val [−Ng,−q − 1] is named the ISI-polluted region. Received
signal yt(n) can be expressed as

yt(n)=

L−1∑
l=0

h(l)(n)xt ((n−l)N )+ε(n), n=−q, . . . , N−1

(3)

where L− 1 is the maximum path delay, h(l)(n) is the complex
channel gain at time lag l and sample time n, and ε(n) is the
time-domain complex additive white Gaussian noise with vari-
ance σ2. The actual path delays can be collected to form set L.
Typically, the number of elements in L is much smaller than L,
and h(l)(n) equals zeros if l /∈ L.

For simplicity in analysis, we define the term segment as
follows.

Definition 1: Time-domain received segment d or y
(d)
t is

defined as

y
(d)
t � [yt(−d) yt(1 − d) · · · yt(N − 1 − d)]T . (4)

Note that we have q + 1 ISI-free OFDM segments, namely,
y
(0)
t , . . . ,y

(q)
t . The core idea of this paper is to linearly combine

these segments to form a new OFDM symbol to mitigate the ICI
effect induced by the time-varying channel.

The corresponding frequency-domain received segment y(d)
F

is defined as

y
(d)
F � Fy

(d)
t . (5)
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Fig. 2. The ISI-free region and OFDM signal segments.

In brief, the relationship between time-domain received seg-
ments is shown in Fig. 2.

We use the traditional Jakes’ model [35] to model the time-
varying effect, and it is reported in [4], [10], [14], and [24]
that a piecewise-linear approximation to the channel variation
is sufficient at reasonable vehicular speed. Therefore, in the
following analysis, we approximate each time-varying channel
path h(l)(p) within one OFDM symbol period by a linear
function, i.e.,

h(l)(p) ≈ h(l)(0) + p · a(l) ∀ p ∈ [−Ng, N − 1] ∀ l ∈ L
(6)

where a(l) ∈ C is the channel variation slope of the path at lag l.
We define h(l)

mid as the complex channel gain of the path at time
lag l in the middle of the original OFDM signal, i.e.,

h
(l)
mid � 1

2

(
h(l)

(
N

2
− 1

)
+ h(l)

(
N

2

))
(7)

and the corresponding frequency-domain channel Hmid(k) is
defined as

Hmid(k) �
∑
l∈L

h
(l)
mide

−j 2πkl
N , k = 0, 1, . . . , N − 1. (8)

We also define the frequency-domain channel slope w(k) as

w(k) �
∑
l∈L

a(l)e−j 2πkl
N , k = 0, 1, . . . , N − 1. (9)

Afterward, we can represent the original (segment 0)
frequency-domain signal y(0)F (k) as [10], [14]

y
(0)
F (k)=

N−1∑
m=0

xF (m)H(0)(k,m)+e(0)(k) ∀k ∈ [0, N−1]

(10)

where e(0)(k) is the frequency-domain additive noise of the
received segment 0 on subcarrier k

H(0)(k,m) =

{
Hmid(k), if k = m
w(m)Φ(k −m), if k �= m

(11)

Φ(r) = −1/

(
1 − exp

(
−j

2πr
N

))
, r �= 0. (12)

The time-domain received signal of segment d, i.e., y(d)
t , can

be regarded as the received samples contributed from the time-
domain OFDM samples {x̆t(n)}N−q−1

n=−q , which is the q-step
rightward circularly shifted version of the original transmitted

samples. Consequently, the equivalent frequency-domain trans-
mit signal of segment d on subcarrier k, which is de-
noted X

(d)
F (k), can be represented as X

(d)
F (k) = XF (k)×

exp{−j2πdk/N}. In addition, each channel path of segment
d has the same variation slope in time as that of segment 0,
but the complex channel gain of the path at time lag l in the
middle of segment d becomes h(l)

mid − d · a(l) rather than h
(l)
mid.

As a result, we can represent the frequency-domain signal of
segment d, i.e., y(d)F (k), as

y
(d)
F (k) =

N−1∑
m=0

xF (m)H(d)(k,m)e−j 2πmd
N + e(d)(k),

∀ k ∈ [0, N − 1] (13)

where e(d)(k) is the frequency-domain additive noise of re-
ceived segment d in subcarrier k, and

H(d)(k,m) =

{
Hmid(k)− d · w(k), if k = m
w(m)Φ(k −m), if k �= m.

(14)

III. PROPOSED METHODS

A. Review of the Existing Methods

In [20]–[22], the q + 1 ISI-free segments are weighted and
combined to mitigate the ICI effect. The frequency-domain
combined signal on subcarrier k, which is denoted v(k), can
be represented as

v(k) =

q∑
d=0

udy
(d)
F (k)ej

2πkd
N , k = 0, 1, . . . , N − 1 (15)

where ud is the combining weight of segment d, and constraint∑q
d=0 ud = 1 is set for normalization.
In [20], the weights are set uniformly, i.e., ud = 1/(q + 1),

∀ d ∈ [0, q], and it is proven that, when q = N − 1, the ICI
effect can be completely canceled. In [21] and [22], heuristic
combining weights selection methods were proposed, aiming
to cancel the ICI effect induced by the adjacent subcarriers. The
combining weights of [21] are given as

ud =

{
1/2, if d = 0, q
0, otherwise.

(16)

It is also shown through simulations that the method in [21]
outperforms the method in [20] if the length of the ISI-free
region is less than N/2. Nevertheless, the optimum combining
weights have not been studied until the time that we published
our previous paper [25], to the best of our knowledge. Re-
cently, in a parallel work [24], the authors have shown from
a purely engineering intuition that the optimum weights follow
the Frank function window. In the following, we propose three
methods to obtain the combining weights, which are optimum
in three different aspects. Furthermore, we will show that,
the optimum combining weights of our proposed Method 1,
although derived analytically, are identical to the Frank function
window [24].



MA et al.: LOW-COMPLEXITY ICI SUPPRESSION METHODS UTILIZING CP FOR OFDM SYSTEMS 721

B. Method 1: ICI Power Minimization

Here, we derive the optimum combining weights that min-
imize the ICI power after segment combining. The combined
signal v(k) in (15) can be formulated as

v(k) = xF (k)

q∑
d=0

udH
(d)(k, k)

+
N−1∑
m=0
m �=k

xF (m)w(m)Φ(k −m)tHm−ku+ z(k) (17)

where u � [u0 u1 · · · uq]
T , and

tm−k �
[
1 e−j

2π(m−k)·1
N · · · e−j

2π(m−k)·q
N

]H
(18)

is the vector that compensates the linear phase shift. We can
rewrite (17) as

v(k) = xF (k)H̃mid(k) + b(k) + z(k) (19)

where

H̃mid(k) � Hmid(k) + w(k)[0 − 1 · · · − q]u (20)

is the equivalent channel frequency response of the combined
signal

b(k) =

N−1∑
m=0
m �=k

xF (m)w(m)Φ(k −m)tHm−ku (21)

is the equivalent ICI term after segment combining, and z(k) is
the equivalent noise term of the combined signal.

The expected variance of the ICI term is

E

[
|b(k)|2

]
=uH

E

⎡
⎢⎣N−1∑

m=0
m �=k

|xF (m)|2|w(m)|2 |Φ(k−m)|2Tm−k

⎤
⎥⎦u

(22)

where Tm−k � tm−kt
H
m−k. To obtain E[|w(m)|2], we treated

the time-varying channel as a first-order autoregressive model.
In [10], E[wwH ] is derived as

Cww = E[wwH ] = FCaaF
H (23)

where Caa equals to (2(1 − β)/(N − 1)2)Ξ, Ξ is the time-
domain channel covariance matrix whose l th diagonal entry Ξl

is the intensity of the power delay profile (PDP) at lag l, β =
J0(2πfD(N − 1)/N), J0(·) is the zeroth-order Bessel function
of the first kind, and fD is the normalized Doppler frequency.
The desired term E[|w(m)|2] is the (m,m)th entry of Cww

and is equal to (2(1 − β)/(N − 1)2)(
∑

l∈L Ξl). Without loss
of generality,

∑
l∈L Ξl is normalized to 1 in the following.

Therefore, (22) can be expressed as

E

[
|b(k)|2

]
= uHΩu (24)

where Ω � (2(1 − β)/(N − 1)2)
∑N−1

m=1 |Φ(m)|2Tm.

To obtain the optimum combining weights that minimize
the ICI power, we have to solve the following optimization
problem:

min
u∈Cq+1

uHΩu

s.t. 1Hu = 1. (25)

Since the optimization problem (25) is a convex optimization
problem, any solution that satisfies the Karush–Kuhn–Tucker
(KKT) condition is a global optimum solution [28]. The KKT
condition of (25) is given as

Ωu =λ1 (26a)

1Tu = 1 (26b)

where λ is a Lagrange multiplier. If Ω is invertible, the global
optimum solution u� of optimization problem (25) is given by

u� =
Ω−11

1HΩ−11
. (27)

In addition, the resulting minimum ICI power is given as
(1HΩ−11)−1. It is worth noting that, in (27), there is no need
to know β or vehicular speed to obtain u�.

C. Method 2: ICI-Plus-Noise Power Minimization

One may question that Method 1 does not consider noise
power; thus, it may incur noise enhancement. Hence, here,
we obtain the optimum combining weights that minimize the
ICI-plus-noise power. To obtain the combined noise power
E[|z(k)|2], we first express noise vector z as

z � [ z(0) z(1) · · · z(N − 1) ]T

= [ e0 D1e1 · · · Dqeq ]u (28)

where ed is the frequency-domain noise vector of segment d,
i.e.,

ed � [ e(d)(0) e(d)(1) · · · e(d)(N − 1) ]T ∀d ∈ [0, q]

(29)

Dd � diag

{[
1 exp

(
j 2πdN

)
. . . exp

(
j 2π(N−1)d

N

) ]T}

∀ d ∈ [0, q] (30)

is the phase compensation matrix. Therefore, the combined
noise power can be derived as

E

[
|z(k)|2

]
=

1
N

E[zHz]

=
uH

N
E

⎡
⎢⎢⎣
⎛
⎜⎜⎝

eH0 e0 eH0 D1e1 . . . eH0 Dqeq
eH1 D−1e0 eH1 e1 . . . eH1 Dq−1eq

...
...

. . .
...

eHq D−qe0 eHq D1−qe1 . . . eHq eq

⎞
⎟⎟⎠
⎤
⎥⎥⎦u.
(31)
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In (31), the (m,n)thentryof thequadraticmatrix isE[eHmDn−men].
For m = n

E
[
eHmem

]
= Nσ2 (32)

and for m �= n

E
[
eHmDn−men

]
=E

[
εHmFHDn−mFεn

]
(33)

=tr
(
FHDn−mFE

[
εnε

H
m

])
(34)

= (N − |n−m|)σ2 (35)

where εm is the time-domain noise vector corresponding to
segment m. To derive (35) from (34), we first show that, for
n > m

E
[
εnε

H
m

]
=σ2

(
O(n−m)×(N−n+m) O(n−m)×(n−m)

I(N−n+m) O(N−n+m)×(n−m)

)

�Enm. (36)

Matrix Enm is then multiplied by FHDn−mF, and the output
is the matrix with each of the entry in Enm being upwardly
circularly shifted (n−m) steps, i.e., the output is

FHDn−mFEnm

= σ2

(
I(N−m+n) O(N−m+n)×(m−n)

O(m−n)×(N−m+n) O(m−n)×(m−n)

)
. (37)

Accordingly, (35) is verified for n > m. For n < m, (35) can be
also verified in a similar way. Afterward, (31) can be expressed
in a more concise form as

E

[
|z(k)|2

]
= uHΨu (38)

where

Ψ =
σ2

N

⎛
⎜⎜⎝

N N − 1 · · · N − q
N − 1 N · · · N − q + 1

...
...

. . .
...

N − q N − q + 1 · · · N

⎞
⎟⎟⎠ . (39)

Similar to Method 1, the ICI-plus-noise power minimization
problem can be formulated as the following optimization
problem:

min
u∈Cq+1

uHΓu

s.t. 1Hu = 1 (40)

where Γ = Ω+Ψ, and the optimum solution u� is given by

u� =
Γ−11

1HΓ−11
(41)

if Γ is invertible.

D. Method 3: Interference-Plus-Noise Power Minimization
Utilizing Entire Cyclic Prefix

In the previous discussion, only the ISI-free region is utilized,
and the ISI-polluted region is simply discarded. However, the

ISI-polluted region also contains signal information. Thus, it
may help if we properly employ the signal segments in the
ISI-polluted region. Here, we propose a method that employs
the entire CP (including both ISI-polluted region and ISI-
free region) and obtain the optimum combining weights that
minimize the average interference-plus-noise power.

Since, in Method 3, the ISI has to be considered, we in-
troduce index i as the OFDM block index. The time-domain
received signal yt(i(N +Ng) + n)∀ i ∈ N in the ISI-polluted
region, i.e., n ∈ [−Ng,−q], can be expressed as

yt (i(N +Ng) + n)

=
L−1∑
l=0

h(l) (i(N +Ng) + n)x
(i)
t ((n− l)N )

+ ε (i(N +Ng) + n)

−
L−1∑

l=L+q+n

h(l) (i(N +Ng) + n)x
(i)
t ((n− l)N )

+

L−1∑
l=L+q+n

h(l) (i(N+Ng)+n)x
(i−1)
t (n−l+N). (42)

Without loss of generality, we consider i = 0, and we define
two functions

ξ(n)

�

⎧⎨
⎩−

L−1∑
l=L+q+n

h(l)(n)x
(0)
t ((n−l)N ) , if −Ng�n<−q

0, otherwise

(43)

ς(n)

�

⎧⎨
⎩

L−1∑
l=L+q+n

h(l)(n)x
(−1)
t (n−l+N), if −Ng � n<−q

0, otherwise

(44)

to include the effects of the corresponding ICI and ISI terms
caused by the signal segments in the ISI-polluted region. Hence,
the received frequency-domain signal of segment d on subcar-
rier k can be expressed as

y
(d)
F (k)=

N−1∑
m=0

xF (m)H(d)(k,m)e
−j2πmd

N +e(d)(k)

+

N−1∑
n=0

ξ(n−d)e−
j2πnk

N +

N−1∑
n=0

ς(n−d)e−
j2πnk

N . (45)

Similar to (15) and (17), the combined signal can be written as

v(k) = xF (k)H̃mid(k) + b(k) + z(k)

+

Ng∑
d=0

ud

N−1∑
n=0

(ξ(n− d) + ς(n− d)) e−
j2π(n−d)k

N . (46)
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Compared with (17), the fourth term of (46) is the additional
combined ICI-plus-ISI term, which can be written as

Ng∑
d=0

ud

N−1∑
n=0

(ξ(n− d) + ς(n− d)) e−
j2π(n−d)k

N = ξ̄
H
k u+ ς̄Hk u

(47)
where ξ̄k and ς̄k are defined as

ξ̄k�
[
N−1∑
n=0

ξ(n)e−
j2πnk

N · · ·
N−1∑
n=0

ξ(n−Ng)e
− j2π(n−Ng)k

N

]H
(48)

ς̄k�
[
N−1∑
n=0

ς(n)e−
j2πnk

N · · ·
N−1∑
n=0

ς(n−Ng)e
− j2π(n−Ng)k

N

]H
(49)

respectively. For brevity, we define

Υ � 1
N

E

[
ξ̄kξ̄

H
k

]
. (50)

It is shown in Appendix A that the (r, s)th entry of matrix Υ is
given as ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
N

N−1−r∑
n=−s

(
L−1∑

l=L+q+n

Ξl

)
, if r − s � 0

1
N

N−1−s∑
n=−r

(
L−1∑

l=L+q+n

Ξl

)
, if r − s < 0

(51)

and E[ς̄k ς̄
H
k ]=E[ξ̄kξ̄

H
k ]=Υ. Therefore, the interference-plus-

noise power can be written as uH(Ω+Ψ+ 2Υ)u, where Ω
and Ψ are the same as those in (25) and (40), except that the
dimensions here are (Ng + 1)× (Ng + 1) instead of (q + 1)×
(q + 1).

Similar to Methods 1 and 2, the interference-plus-noise
power minimization problem can be expressed as the following
optimization problem:

min
u∈CNg+1

uH(Ω+Ψ+ 2Υ)u

s.t. 1Hu = 1. (52)

Similar to (27) and (41), the global optimum solution u� is
given by

u� =
(Ω+Ψ+ 2Υ)−11

1H(Ω+Ψ+ 2Υ)−11
(53)

if (Ω+Ψ+ 2Υ) is invertible.

IV. COMPLEXITY COMPARISON

A. Calculation of the Combining Weights

Table I demonstrates the required knowledge to calculate
the combining weights for the proposed methods. We observe
that Method 1 is the simplest method, which requires only the
knowledge of the ISI-free region. The ISI-free region can be
detected in the synchronization stage using traditional methods

TABLE I
REQUIRED KNOWLEDGE OF THE THREE METHODS

such as in [32] and [33]. For Method 2, we should know
both vehicular speed (or, equivalently, β) and noise power in
advance. Among the three methods we propose, Method 3 is the
most complicated one, for it requires the additional knowledge
of the PDP instead of the ISI-free region.

To calculate the combining weights, a matrix inversion is
required in general. However, for Method 1, it is suggested
by curve fitting to our numerical results that the optimum
combining weights u� can be explicitly represented as

u� =
1
N

[ 1
2 (N − q + 1) 1T 1

2 (N − q + 1) ]T . (54)

The optimality of expression (54) is proven in Appendix B.
Hence, for Method 1, the matrix inversion can be totally
avoided, and its complexity is extremely low. As for Method 2,
since Γ is a symmetric positive definite Toeplitz matrix, we can
use the Levinson algorithm to evaluate Γ−11, which requires
4q2 flops (a flop denotes any arithmetic operation, such as a
multiplication or an addition operation) in general [36]. For
Method 3, the optimum combining weight u� can be evaluated
by the Gaussian elimination method, which in general requires
2N3

g /3 flops [36]. In summary, the complexity values to com-
pute the combining weights is O(1), O(q2), and O(N3

g ) for
Methods 1, 2, and 3, respectively.

It is worth mentioning that, since all the parameters required
for the calculation of the combining weights vary slowly com-
pared with the symbol rate, the combining weights do not
require to be calculated frequently.

B. Low-Complexity Implementation of the
OFDM Segment Combining

For convenience, we denote g as the number of the com-
bining weights, namely, g = q for Methods 1 and 2, and
g = Ng for Method 3. The relationship between frequency-
domain combined signal v(k) and received OFDM segments is
expressed as (15). However, it is too complicated to implement
segment combining suggested by (15) directly, i.e., transform-
ing each time-domain segment into a frequency-domain seg-
ment and letting each frequency-domain segment be weighted
and added since it requires g times of FFT operations and many
other arithmetic operations. From (4) and [15], the combined
frequency-domain signal v(k) can be rewritten as

v(k) =

N−1∑
n=0

g∑
d=0

ud

[
y
(d)
t

]
n
e

j2πkd
N e

−j2πnk
N

=
N−1∑
n=0

g∑
d=0

ud yt(n− d)e
−j2πk(n−d)

N . (55)
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Fig. 3. Low-complexity implementation of segment combining.

After changing the variables and some mathematic manipula-
tions, (55) can be expressed as

v(k) =

N−g−1∑
n=0

yt(n)e
−j2πnk

N

+

N−1∑
n=N−g

(μnyt(n) + νnyt(n−N)) e
−j2πnk

N (56)

where μn =
∑N−1−n

d=0 ud, and νn = 1 − μn. As suggested by
(56), segment combining can be simply implemented by the
circuit in Fig. 3. Note that the implementation requires only
one instead of g times of FFT operations, as compared with the
direct implementation through (15), and the number of extra
multiplications and additions is greatly reduced. In general,
the segment combining through the implementation in Fig. 3
requires 4g real multiplications and g complex additions.

V. NUMERICAL RESULTS

A. Channel Estimation and Equalization

Here, we introduce the channel estimator and equalizer used
in our simulations. We assume that pilot symbols are placed
on subcarriers whose indexes are given in set P , and we use
[xF ]P and [v]P to denote the pilot symbol vector and combined
signal vector on the corresponding subcarriers. We rewrite the
combined samples {v(k)}N−1

k=0 in a vector form as

v � [ v(0) v(1) · · · v(N − 1) ]T . (57)

By (19), the combined signal vector in the index set P can be
rewritten as

[v]P = XP [F](P,L)h̃mid + [z̃]P (58)

where

XP = diag {[xF ]P} (59)

h̃mid is the equivalent time-domain channel vector correspond-
ing to the path-delay index set L after the segment combination,

TABLE II
SIMULATION PARAMETERS

and z̃ is the interference-plus-noise term. Hence, by using the
LS criterion, h̃mid can be estimated as [26], [27](

[F]H(P,L)X
H
P XP [F](P,L)

)−1

[F]H(P,L)X
H
P [v]P . (60)

To derive a frequency-domain one-tap equalizer, (19) can be
rewritten as

v = H̃midxF + z̃ (61)

where H̃mid � diag{[F](S,L)h̃mid}, and S � {0, 1, . . . , N −
1}. A one-tap equalizer simply compensates for the distortion
caused by the channel frequency response and can be mathe-
matically described as

x̂F = H̃−1
midv. (62)

Then, data are detected directly.

B. Simulation Environment

The system parameters used for the computer simulations are
listed in Table II. The OFDM frame structure follows the 2K
mode in DVB-H specification [38], unless otherwise stated. The
time-varying channel is simulated according to Jakes’ model
[35]. The multipath PDPs follow ITU Veh. A channel and ITU
Veh. B channel [39], whose maximum path delay L− 1 equals
to 21 and 161, separately.

C. Simulation Results

In Fig. 4, we show the ICI suppression capabilities of
Method 1, the methods in [20] (denoted as the Chang method),
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Fig. 4. ICI suppression capability comparison of Method 1 and the methods
in [20] and [21] as a function of q.

and [21] (denoted as the Sheu method), as a function of q.
The metric normalized ICI power represents the ratio of the
ICI power after segment combining to that before segment
combining, and it is mathematically defined as

Normalized ICI Power(u) � uTΩu

iTΩi
(63)

where i � [1, 0, . . . , 0]T . The denominator in (63) is the ICI
power before segment combining.

As expected, it is apparent that Method 1 is always better
than or as good as the Sheu and Chang methods. We also
observe an interesting fact that the larger q is, the better the
Chang method is, and the worse performance the Sheu method
exhibits, and vice versa. This phenomenon can be explained
as follows. Since the combining weights of the Chang method
converge to that of Method 1, which is the optimum solution,
as q approaches to N − 1, the better the Chang method will
perform accordingly. On the other hand, the combining weights
of the Sheu method become similar to that of Method 1 as q
approaches to 1; therefore, the Sheu method will be better also
when q is closer to 1. In addition, it is worth noting that, when
q = 2047, the normalized ICI power equals to zero for both
Method 1 and Chang method. This means that the ICI effect is
completely removed, and this result agrees with the conclusion
drawn in [20].

In Fig. 5, the BER performance of Method 1 in ITU Veh.
A channel is demonstrated. Although not specified in the DVB
standard, we artificially extend the CP length to simulate the
CP = N/2 and CP = N cases to make the simulation results
complete. Because these two cases are not supported by real
DVB systems, they are plotted in dashed lines. It is obvious
that Method 1 outperforms the original one-tap equalizer even
for the most modest CP length, namely, N/32. At the BER
level of 3 × 10−3, Method 1 provides about 1- and 5-dB im-
provements over the original one-tap equalizer when the length
of the CP is N/32 and N/4, respectively. The performance
improvement is remarkable if we consider the extremely low
complexity Method 1 has. As expected, as the length of the
CP increases, the ICI suppression capability increases as well.
When the CP length equals to N , the performance of Method 1

Fig. 5. BER performance of Method 1 with different CP length in the ITU
Veh. A channel.

is indistinguishable from that of a quasi-static channel. This
is because, for this case, the ICI effect is almost canceled, as
shown in Fig. 4 and [20].

In Figs. 6 and 7, we show the BER performances of the
proposed methods in ITU Veh. A channel and Veh. B channel,
respectively. The CP length is set as N/8. Because the perfor-
mance curves of the three proposed methods in Fig. 6(a) are
hardly distinguishable, a zoom-in section is given in Fig. 6(b).
From these figures, we observe the following two facts:
1) the performance of Method 1 is almost identical to that of
Method 2; and 2) Method 3 outperforms the other two methods,
but the performance gap is more evident in the Veh. B channel
than in the Veh. A channel.

The first observation seems to be contradictory to the conven-
tional engineering intuition. Since Method 2 takes noise effect
into consideration, it should outperform Method 1, particularly
in the noise-dominated region. The key reason for this result
is that the noise-suppression capabilities of the two methods
are similar. For brevity, the detailed explanation is given in
Appendix C.

For explaining the second observation, we note that, by
exploiting the ISI-polluted region, we can use more signal
segments for ICI mitigation, and this is the main reason that
Method 3 outperforms the other two methods. In the Veh. A
channel, since the delay spread is very small, which makes
the ISI-polluted region small as well, the performance im-
provement over the other two methods is insignificant. On the
contrary, the delay spread of the Veh. B channel is larger so that
the advantage of Method 3 clearly exhibits.

In conclusion, we suggest from our simulation results that
we should use Method 1 if channel delay spread is small and
use Method 3 when channel delay spread is large. On the other
hand, because Methods 1 and 2 are indistinguishable in BER
performance, it is suggested not to use Method 2, which has
much higher computational complexity.

Fig. 8(a) and (b) shows the performance of the proposed
Method 1 as a function of normalized Doppler frequency with
Eb/No being equal to 20 dB, adopting quadrature phase-shift
keying (QPSK) and 16-ary quadrature amplitude modulation
(16QAM), respectively. It is revealed in Fig. 8 that the pro-
posed method is robust in the following two aspects. First, the
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Fig. 6. BER performance of the proposed methods in the ITU Veh. A channel. (a) BER performance of the proposed methods. (b) Zoom-in section.

Fig. 7. BER performance of the proposed methods in the ITU Veh. B channel.

proposed method is robust in extremely high mobility environ-
ments. That is, even when the vehicular speed is unreasonably
high that linear approximation on channel variation (6) is no
longer valid, e.g., fD = 0.3 (the vehicular speed is 1800 km/h
according to our simulation parameters), the proposed method
still improves the BER performance. Second, the proposed
method is robust against nonideal ISI-free region detection. We
examine the effect caused by nonideal ISI-free region detection
by simulating Method 1 in conjunction with the conventional
ISI-free region detection method [33]1 in Fig. 8. In Fig. 9,
we execute a simulation to show the probability mass function
(PMF) of the detection error of the method [33], where η
represents the detection error, which is defined as η = q̂ − q,
and q̂ denotes the detected output of the method [33]. In Fig. 9,
we observe that the detection error is nonnegligible. Although
the ISI-free region detection method [33] has notable detection
error, it is shown in Fig. 8(a) and (b) that the performance loss
is negligible. Hence, we conclude that the proposed method is
a robust method for practical use.

1We assume that five randomly generated OFDM symbols are used for ISI-
free region detection.

VI. CONCLUSION

In this paper, three sets of segment combining weights have
been optimally derived in different aspects for OFDM systems
in high-mobility multipath fading channels. Compared with
other ICI suppression methods using segment combining [20]–
[23], Method 1 achieves a better performance with the same
computation complexity. The performance can be improved by
Method 3 if the delay spread is large. The proposed meth-
ods also have the following advantages. First, the proposed
methods have very low complexity, as shown in Section IV.
Second, they are highly compatible with most existing data
detection, equalization, and channel estimation methods. Third,
although the derivations in this paper are based on OFDM
signals, the methods can be directly applied to other CP com-
munication systems, e.g., orthogonal frequency-division mul-
tiple access, single-carrier block transmission, single-carrier
frequency-division multiple access and CP-aided code-division
multiple access.

APPENDIX A
DERIVATION OF (51) AND E[ς̄k ς̄

H
k ] = E[ξ̄kξ̄

H
k ] = Υ

The additional average ICI power after segment combining
is given as

1
N

uH
E

[
ξ̄kξ̄

H
k

]
u = uHΥu. (64)

The (r, s)th entry of matrix Υ = E[ξ̄kξ̄
H
k ]/N can be ex-

pressed as

1
N

E
[
ξ̄k]r

(
[ξ̄k]s

)∗]
=

1
N

N−1∑
n=0

N−1∑
m=0

E [ξ(n− r)ξ∗(m− s)]

· exp
{
j2π(−nk + kr +mk − ks)

N

}
. (65)

Since E[ξ̄k]r([ξ̄k]s)
∗]=0 for n−r�−q or m−s�−q, we only

consider the case −Ng�n− r < −q and −Ng � m−s<−q.
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Fig. 8. BER performance of Method 1 as a function of fD in the ITU Veh. A channel (Eb/No = 20 dB). (a) QPSK. (b) 16QAM.

Fig. 9. PMF of the detection error of the ISI-free region detection method in
[33] (fD = 0.1, Eb/No = 20 dB, and QPSK modulation).

In this region

1
N

E [ξ(n− r)ξ∗(m− s)]

=
1
N

L−1∑
l1=L+q+n−r

L−1∑
l2=L+q+m−s

E

[
h(l1)(n−r)h∗(l2)(m−s)

]

· E
[
x
(i)
t ((n− r − l1)N )x

∗(i)
t ((m− s− l2)N )

]
. (66)

We assume that the channels are uncorrelated scattering and
the transmit data signals are independent and identically dis-
tributed; it is directly implied by these two assumptions that
E[h(l1)(m)h∗(l2)(n)] = 0 if l1 �= l2, ∀m, n ∈ Z and E[x

(i)
t (m)

x
∗(i)
t (n)] = δ(m− n), ∀m, n ∈ [0, N − 1], where δ(·) is the

Kronecker delta function defined as

δ(x) �
{

1, if x = 0
0, otherwise.

(67)

Hence, (66) can be further derived as

1
N

E [ξ(n− r)ξ∗(m− s)]

=
1
N

L−1∑
l=L+q+max{n−r,m−s}

Ξlδ(n− r −m+ s). (68)

In general

E [ξ(n− r)ξ∗(m− s)]

=

⎧⎨
⎩

L−1∑
l=L+q+n−r

Ξl, if −Ng � n−r = m−s < −q

0, otherwise.
(69)

Therefore, (65) can be formulated as

1
N

E
[
ξ̄k]r

(
[ξ̄k]s

)∗]
=

1
N

N−1∑
n=0

N−1∑
m=0

δ(n− r −m+ s)

L−1∑
l=L+q+n−r

Ξl

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
N

N−1−r∑
n=−s

(
L−1∑

l=L+q+n

Ξl

)
, if r − s � 0

1
N

N−1−s∑
n=−r

(
L−1∑

l=L+q+n

Ξl

)
, if r − s < 0.

(70)

On the other hand, the combined ISI power is given by

1
N

uH
E
[
ς̄k ς̄

H
k

]
u. (71)

The (r, s)th entry of matrix E[ς̄k ς̄
H
k ]/N equals to

1
N

N−1∑
n=0

N−1∑
m=0

E [ς(n− r)ς∗(m− s)]

· exp
{
j2π(−nk + kr +mk − ks)

N

}
. (72)

Similarly, for −Ng � n < −q

1
N

E [ς(n− r)ς∗(m− s)]

=
1
N

L−1∑
l1=L+q+n−r

L−1∑
l2=L+q+m−s

E

[
h(l1)(n−r)h∗(l2)(m−s)

]

· E
[
x
(i−1)
t (n− r − l1 +N)x

∗(i−1)
t (m− s− l2 +N)

]
=

1
N

L−1∑
l=L+q+max{n−r,m−s}

Ξlδ(n− r −m+ s). (73)
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Hence, the (r, s)th entry of E[ς̄k ς̄Hk ]/N equals to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
N

N−1−r∑
n=−s

(
L−1∑

l=L+q+n

Ξl

)
, if r − s � 0

1
N

N−1−s∑
n=−r

(
L−1∑

l=L+q+n

Ξl

)
, if r − s < 0.

(74)

Accidentally, (74) is identical to (70); hence, we can conclude
that E[ς̄k ς̄Hk ] = E[ξ̄kξ̄

H
k ] = Υ.

APPENDIX B
VERIFICATION OF THE OPTIMALITY OF THE EXPLICIT

EXPRESSION OF u� (54) FOR METHOD 1

We will show that the explicit expression (54) is the global
minimizer for the optimization problem (25) by showing that
the KKT condition (26a), as well as (26b), is satisfied. At first,
it is obvious that (26b) is satisfied. In the following, we will
show that (26a) is satisfied as well. From (24), the covariance
matrix Ω can be explicitly expressed as

Ω = κ1

N−1∑
n=1

|Φ(n)|2

×

⎛
⎜⎜⎝

1 e
−j2πn

N · · · e
−j2πnq

N

e
−j2πn

N 1 · · · e
−j2πn(q−1)

N

...
. . .

...
e

−j2πnq
N e

−j2πn(q−1)
N · · · 1

⎞
⎟⎟⎠ (75)

where κ1 is a constant. For convenience, we define Φ(0) � 0.
Then, (75) can be expressed as

κ1

⎛
⎜⎜⎝

ΦF (0) ΦF (1) · · · ΦF (q)
ΦF (1) ΦF (0) · · · ΦF (q − 1)

...
...

. . .
...

ΦF (q) ΦF (q − 1) · · · ΦF (0)

⎞
⎟⎟⎠ (76)

where {ΦF (k)}N−1
k=0 is the DFT of the sequence {|Φ(n)|2}N−1

n=0 .
We apply (54) into the left-hand side of (26a), namely, Ωu, and
its kth entry is obtained by

κ2

⎛
⎝ (N−q+1)

2
[ΦF (N−k)+ΦF (q−k)]−

N∑
d=q

ΦF (d−k)

⎞
⎠

(77)

where κ2 is a constant. Since |Φ(n)|2 is a real and symmetric
function, its DFT can be expressed as

ΦF (k) = 2
N/2−1∑
n=1

|Φ(n)|2 cos
(

2πnk
N

)
. (78)

The term cos(2πnk/N) with small n and k can be approxi-
mated as (by Taylor series expansion)

cos

(
2πnk
N

)
≈ 1 − 1

2

(
2πnk
N

)2

. (79)

Since |Φ(n)|2 is a nearly band-limited function, only the terms
close to the origin have a significant impact on the final result.
Therefore, (78) can be approximated as

ΦF (k)≈2
N/2−1∑
n=1

|Φ(n)|2
(

1− 1
2

(
2πnk
N

)2
)
, k=0, . . . ,

N

2
−1.

(80)

After change of variable,

ΦF (k
′) ≈ κ3

(
k′ − N

2

)2

+ const, k′ = 0, 1, . . . , N − 1

(81)

where κ3 is a constant. Applying (81) to (77), we can deduce
that all the entries of Ωu� are equal to each other; as a result,
the equality (26a) is verified. Therefore, we can conclude that
u� suggested in (54) is very close to the global optimum
solution for Method 1. We made a numerical exhaustive search
experiment, for which FFT size, or N , is varied from 16 to
4096 and q ranges from 1 to N − 1. In the numerical exper-
iment, we do not see any meaningful difference between the
exact optimum global optimizer (27) and our proposed solution
(54). Therefore, we can claim that the approximation is very
accurate, and solution (54) is optimum at least for N � 4096.

In [24], the authors claimed that the combining coefficients
are optimum for ICI minimization when there is no time-
domain channel variations in the sample region [N − q,N −
1], and they showed that the Frank function window combining
coefficients satisfy the criterion. However, the authors did not
give a formal proof in [24]. Now, the given claim has been
proven to be valid since the method in [24] is equivalent to
Method 1, which can be easily verified by applying (54)–(56).

APPENDIX C
EXPLANATION OF THE FACT: THE PERFORMANCES OF

METHODS 1 AND 2 ARE ALMOST IDENTICAL

At first, we consider the combining weights that minimize
the noise power, i.e., the following optimization problem:

min
u∈Cq+1

uHΨu

s.t. 1Hu = 1. (82)

The KKT condition for problem (82) is

Ψu = λ1 and 1Tu = 1. (83)

The solution

u�
NOISE = [ 1

2 0T 1
2 ]

T (84)

satisfies the KKT condition (83); therefore, it is a global mini-
mizer. It is easy to derive the noise power caused by u�

NOISE as

1
N

u�T
NOISEΨu�

NOISE =
(

1 − q

2N

)
σ2. (85)
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On the other hand, by straightforward calculations, the
corresponding noise power of the proposed Method 1 can be
derived as

(
1 − q

2N

)
σ2 +

q(q2 − 1)
6N3

σ2 ≈
(

1 − q

2N

)
σ2. (86)

The approximation in (86) is made due to the fact that q 	 N
in practice. It is observed that (86) is identical to (85), which
means that the noise suppression capability of Method 1 is
almost optimum. Since Method 1 almost minimizes the noise
power, Method 2 cannot obviously outperform Method 1 in
its noise suppression capability. Therefore, the performance of
Method 1 is indistinguishable from that of Method 2.
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