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Using Smart-Phones and Floor Plans for Indoor
Location Tracking

Kun-Chan Lan and Wen-Yuah Shih

Abstract—We implement pedestrian dead reckoning (PDR) for
indoor localization. With a waist-mounted PDR based system on
a smart-phone, we estimate the user’s step length that utilizes the
height change of the waist based on the Pythagorean Theorem.
We propose a zero velocity update (ZUPT) method to address sen-
sor drift error: Simple harmonic motion and a low-pass filtering
mechanism combined with the analysis of gait characteristics. This
method does not require training to develop the step length model.
Exploiting the geometric similarity between the user trajectory and
the floor map, our map matching algorithm includes three different
filters to calibrate the direction errors from the gyro using build-
ing floor plans. A sliding-window-based algorithm detects corners.
The system achieved 98 % accuracy in estimating user walking dis-
tance with a waist-mounted phone and 97% accuracy when the
phone is in the user’s pocket. ZUPT improves sensor drift error
(the accuracy drops from 98% to 84% without ZUPT) using 8 Hz
as the cut-off frequency to filter out sensor noise. Corner length
impacted the corner detection algorithm. In our experiments, the
overall location error is about 0.48 meter.

Index Terms—Floor plan, map matching, pedestrian dead reck-
oning (PDR), simple harmonic motion (SHM), waist-mounted, zero
velocity update (ZUPT).

1. INTRODUCTION

PERSONAL dead reckoning or pedestrian dead reckon-
A ing (PDR) system is a self-contained technique for indoor
localization. PDRs may include wearable inertial sensors, thus
eliminating the need for beacon nodes or RF maps/propagation
models based on surveys of the environment. These inertial sen-
sors (such as an accelerometer, gyroscope, or digital compass)
are used to measure step length and heading direction.

Depending on where the sensors are placed, previous stud-
ies generally classified PDR systems into two types: foot- and
waist-mounted. The foot-mounted method [3]-[10] uses a dou-
ble integral on horizontal acceleration to estimate distance and
a gyroscope or compass to measure the heading direction. The
waist-mounted [13]-[16] method tries to detect each step event
to calculate the total number of steps, and then multiplies this by
a constant step length which is based on the pedestrian’s char-
acteristics (weight, height, and age) to estimate the total moving
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Fig. 1. Floor plan.

distance. Some waist-mounted methods use linear regression to
find the relationship between the acceleration, walking speed,
and step length [20]. The limitation of such approaches is the re-
quirement of a training phase to estimate the step length for each
individual. While waist-mounted systems are implementable on
a hand-held device, their step length estimation accuracy is typ-
ically worse than foot-mounted systems which perform poorly
with regard to orientation accuracy [17].

Two types of errors can be observed due to PDR sensor hard-
ware: systematic (such as sensor bias, sensitivity, and drift [11])
and random (such as environmental changes [8], [9]). Here, we
focus on the sensor drift error and noise. We propose a new zero
velocity update (ZUPT) method and a map matching algorithm
to calibrate the sensor drift errors from the accelerometer and
gyro, and use a low-pass filtering mechanism to reduce the noise
in our system.

Here, we consider a scenario in which the user has a smart-
phone and can access the floor plans of the building (see Fig. 1).
The system utilizes the sensors on the smart-phone to compute
the user’s moving distance and direction and, in combination
with the map and the last-recorded GPS position, estimates the
user’s current position (see Fig. 2).

We make the following assumptions.

1) The floor plan can be characterized using a link-node
model [12] in which pathways are the links and the in-
tersections of pathways are the nodes. The user carries a
smart-phone in his or her pocket.

2) The initial heading direction is known (the user can point
the phone in the direction headed before putting the phone
in his or her pocket).

2168-2291 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 2. System architecture.

3) During walking, the position of the phone is relatively

stable in relation to the leg movements.

Several researchers have investigated using smart-phones for
indoor localization. Kaikai et al.’s prototype system Guoguo
[39] uses acoustic ranging techniques to achieve centimeter-
level accuracy. However, their methods require specialized an-
chor nodes. Wang et al. [35] proposed a landmark-based ap-
proach to address dead-reckoning error. However, the landmark
signature could be different across different phones and their
system requires prior knowledge of existing landmarks in the
building. Yang et al. [40] utilized RSSI and floor plan data for
location estimation. However, they did not address the issues
that arise when the building has a symmetric structure. In our
paper, we complement our trajectory-map similarity analysis
with RSSI fingerprints to resolve this problem. Finally, our ar-
chitecture is similar to that used in Li ez al [32], but they required
the use of a detailed map for the trajectory tracking. In addition,
their approach needs a training phase to create a step length
model.

Here, we describe our PDR method that estimates the mov-
ing distance when a smart-phone is carried in the user’s waist
level pocket. No training phase is required for initialization.
Exploiting geometric similarity between the user trajectory and
the floor map, we also present our map-matching algorithm to
address sensor errors.

The rest of this paper is structured as follows: the step-length
estimation and map-matching algorithms are presented in Sec-
tions II and III, respectively. The results of our experiment ap-
pear in Section I'V. Finally, we conclude in Section V.

II. WAIST-MOUNTED PDR METHOD FOR ESTIMATING
STEP LENGTH

Weinberg [16] observed that the upper body moves vertically
when walking, and suggested that one can estimate the step
length as follows:

StepLength = 2 x heightchange/« €))

where « is the swinging angle of the leg from the horizontal
plane, and the heightchange can be estimated based on the ver-
tical acceleration. However, he did not discuss how to measure
a, and we found that, in practice, it is difficult to measure such
a small angle during walking. Based on the Pythagorean The-
orem, we thus propose a different way to estimate step length
using the change in height. During walking, a person’s body
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Fig. 3. Walking diagram.

moves up and down. If we assume the length of the leg is L, the
waist-line will move up-and-down between L and (L-h) from
the ground, where h is the change in the height of the waist.
Consider the triangle in Fig. 3, formed by the person’s two feet
and his or her step length D. Given that L is known, using
the Pythagorean Theorem, we can estimate D if we know the
height of this triangle, i.e., (L-k). To obtain (L-h), we need to
first calculate h which is the change in height of the waist during
walking. Therefore, if we mount an accelerometer on the user’s
waist, the readings can be used to estimate the height change
h, which can then be used to calculate the step length D based
on the Pythagorean Theorem (the length of the leg (i.e., L) and
half of the step length (i.e., D/2) forms a right triangle in which
leg length is the hypotenuse).

In this paper, we extend the aforementioned waist-mounted
method for a hand-held device, such as a smart-phone. When
implementing a PDR system on a hand-held device, two cases
can be considered. The first is when the user holds the device
(e.g., talking on the phone), and the other is when the device is
put in a pocket or a bag. [21] has shown the feasibility of using
a waist-mounted method for the first case. Therefore, here we
focus on how to extend the results of a waist-mounted method
for the second case. To implement a waist-mounted method
on a hand-held device, one must consider: the orientation and
placement of the device. The orientation of the device may
change from time to time when it is put in a pocket or bag
during walking. Therefore, we need to determine the orientation
of the device with respect to the walking direction to estimate
the height change. We employ the technique proposed in [35] to
reorient three axes of the accelerometer. In addition, we adopt a
method similar to that used in [21] (which used a gyroscope to
record changes in orientation) to estimate the height change, as
shown in (2). Here, 6 is the orientation of the device in relation
to the direction of gravity and is between 0 and 90 degrees, and
N is the acceleration which is caused by external force

N = (SensorReading — Gravity x cos ) + cos 6

HeightChange = / / Ndt. @

Next, in a waist-mounted method, the vertical movement dis-
placement of the device is the key parameter to estimate the step
length. When the device is positioned above the waist-line, its
vertical displacement during walking will be the same as when
it is mounted on the waist. When the device is placed below the
waist-line (e.g., in a pant’s pocket), we can estimate the vertical
displacement of the waist as follows. Assuming the leg length
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(L) and the pocket position from the ground (L') are already
known, we can find two similar triangles AABC and APQOR
(see Fig. 4). Based on the Pythagorean Theorem, we can obtain
QR by first measuring L' and /' (i.e., the vertical displacement
of the pocket during walking). Then, using triangle similarity,
we find that BC' = D/2 = (L x QR) /L'. k' can be measured
in a similar way to h.

Our system architecture is shown in Fig. 5. We first filter the
noise using a low-pass filter. The filtered signal is fed into the
step recognition module to identify each new step. We adopt
the concept of simple harmonic motion (SHM) [18] to reset
the vertical velocity at the beginning of each new step, which
prevents sensor drift errors from being accumulated over to
the next one. Finally, the step length is estimated based on the
filtered sensor data and the foot length.
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Fig. 6. Accuracy of estimating step length using different cut-off frequencies
for the low-pass filter.

A. Noise Filtering

During walking, some unexpected and unpredictable body
vibrations might cause some higher-frequency noise in the sen-
sor readings. One can use a low-pass filter and preset a cut-off
frequency to filter the noise, and some prior step recognition
systems use 3 Hz as their cut-off frequency to detect a step
event [2]. However, we found that while a 3-Hz threshold can
detect a new step event, it is too low for our purposes and will
remove data which is not noise. [19] analyzed the acceleration of
the waist during walking, and found the maximum acceleration
is 8 Hz. To examine whether 8 Hz can produce the best results,
we perform a set of experiments using different frequencies for
the low-pass filter, that range from 3 to 12 Hz, and compare
their accuracies in estimating step length. The use of 8 Hz as
the cut-off frequency produces the most accurate results (see
Fig. 6). Therefore, we set our cut-off frequency at 8 Hz to filter
the noise, and this threshold worked well under ten repeated ex-
periments using three different subjects with various leg lengths
from 68 to 95 cm.

In addition, given that the phone can bounce around in the
pocket and create many false peaks in the acceleration wave-
form [37], we further apply two filters to reduce these acceler-
ation jitters. The first is the minimum and maximum changes
in acceleration magnitudes during one step (after analyzing our
data, we set the thresholds to 03. and 1.8 g, respectively). For the
second filter, we adopt the dynamic time warping technique to
detect false peaks based on the assumption that the waveforms
of each step are similar [38].

B. Step Recognition Module

In order to recognize a step, we first analyze the components
of one step that can cause vertical changes to the body. There are
three major events which may affect the height of the waist [see
Fig. 7(a)]. The first one is a heel-touching-ground event, which
happens when the heel just hits the ground and the waist is in
its lowest position during the entire step. The event that comes
after this is the stance, which occurs when the foot is flat on the
ground. Finally, the heel-off-ground event occurs right after the
stance. Generally, as shown in Fig. 7(b), the vertical acceleration
of a heel-touching-ground event is the local minimum within
a step. Given that human walking frequency is never over
3 Hz [42], the duration between two consecutive heel-touching-
ground events must be over 0.33 s. Based on this, we use a
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Fig. 7. (a) Walking diagram (Modified from [41]). (b) Vertical acceleration of walking.

sliding window algorithm to detect every heel-touching-ground
event, and define one step as from a heel-touching-ground
event to the next heel-touching-ground event. Once a new step
is identified, the sensor data between two consecutive heel-
touching-ground events will be used to estimate the step length.

| —=Without ZUPT

Vertical Velocity (m/s)

C. Step Length Estimator

1) Our Step Model: To measure the walking distance from 05 L .

point A to point B, we sum the step length of all steps. We model Time sample count (40ms per sample)
a complete step as from one heel-touching-ground-event to the
next. The first step is defined as from the stance event at point A
to the next heel-touching-ground event, as shown in Fig. 7(a).
The last step is defined as from the last heel-touching-ground vertical velocity to zero before doing the double integral to cal-
event to the stance event at point B. Both the first step and the last  culate the change in height of the user’s waist, and this can then
step are considered as half a step. When the first or last step is  be used to estimate the step distance based on the Pythagorean
detected, our system will divide the calculated step length by 2.  Theorem.

2) Avoid Accumulation of Sensor Drift Errors: Once each As shown in Fig. 7(a), when the stance and heel-touching-
step can be identified, we can then do the double integral to  ground events occur, the waist has the largest displacement from
calculate the change in height of the waist and then use this its equilibrium position. Therefore, we reset the vertical velocity
information to estimate the length of each stride based on the to zero at these points (so-called ‘ZUPT’). We performed an
Pythagorean Theorem. However, as discussed previously, if the — experiment to observe the effects of the ZUPT. We recorded the
system only naively does the double integral on the accelerom- walking velocity computed by the sensor every 40 ms for the
eter data, the sensor drift errors could accumulate from one cases of enabling ZUPT and disabling ZUPT respectively. Each
step to the next. To avoid this, we previously proposed a ZUPT  case was run for 20 s. The implementation of ZUPT can address
method [1] to calibrate the sensor data: if we mount a sensor on  the accumulation of sensor drift errors (see Fig. 8).
the waist of a pedestrian, then while he or she is walking, the The first and last steps are considered as special cases. There
trajectory of the sensor can be approximated by SHM [18]. In is only one point where the velocity needs to be reset, because
addition, given that the velocity of the highest and lowest points  the initial velocity of the first step is already zero and the last step
of the sensor will be zero, we can utilize these characteristics to  does not need to reset this when the body is in its stance state.
detect when the user starts a new step. Finally, once the points 3) Moving at High Speed or at the Same Spot: As shown in
with zero velocity in the vertical direction [where the vertical Fig. 7(b), when one walks at a normal speed, the stance event
acceleration reaches its local minimum and local maximum, i.e., generally occurs as the first peak after the heel-touching-event.
points A and B in Fig. 7(b)] are identified, we can then reset the ~However, during the high speed movement (which is defined

Fig. 8. Effect of ZUPT on the estimated velocity.
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as when the step frequency is greater thanl.6 Hz), we observe
that the counter-force from the ground could introduce an extra
pulse between the heel-touching-ground and stance events, as
shown in Fig. 9 (points A’ and B’) and Fig. 10. Without taking
this into consideration, our system could reset the velocity at
the wrong point. Studies in kinesiology [30], [31] showed that
the duration from the heel-touching-ground event to the stance
event normally accounts for at least 16.7% of the time in a step.
Based on this observation, we can identify the right point where
the stance event occurs and reset the velocity when calculating
the step length.

When one is moving in place, the acceleration data should not
be considered in the calculation of step length. In addition, when
one is walking in place, the height of the waist does not usually
change significantly. Therefore, we use a threshold-based filter
to detect this phenomenon by looking at whether the acceleration
data in all three directions (vertical, horizontal, and lateral) are
lower than a certain threshold ¢, as shown below, and then reset
the vertical acceleration accordingly (in our implementation, €
is set to 1 m/s?), as shown in

verticalAcc = 0

if [lateralAcc| <e& |horizontal Acc| <e& |verticalAcc| < e.
3)

III. GYROSCOPE ERROR CALIBRATION WITH MAP MATCHING

The effectiveness of a PDR system lies in its success in ac-
curately estimating the user’s moving distance and direction.
We discussed how to use ZUPT to reduce the sensor drift error
when measuring the distance. In a PDR system, the direction in
which the user is heading is most commonly obtained from a gy-
roscope sensor (The smart-phone compass for orientation does
not work well in indoor settings [34]). However, a gyroscope
can only produce the relative angular displacement (RAD) of a
device with respect to a specific direction, and this is not nec-
essarily the absolute direction. Therefore, while we could track
the user’s trajectory using the gyroscope, this might be biased
by the error in its initial direction and appear as a rotated ver-
sion of the true path, as in Fig. 11(b). When the gyroscope error
is significant and left uncorrected, it can make the entire PDR
system unusable. Here, we use the map matching technique to
address such errors.

Map-matching is the process of comparing the pedestrian’s
trajectory data with a digital map of the environment to match
the trajectory data to the route segment on which the pedestrian
is walking, and it can be used to correct the heading error of
a PDR system [33]. [31] tries to match the user trajectory to
the closest junction and road on the map while [22], [23] uti-
lizes the map to filter out positions where the user is unlikely
to move (e.g., walls and obstacles). Both techniques require the
use of a detailed scaled map of the building, although in practice
this is usually difficult to obtain. Here, we propose a new map-
matching method utilizing the more commonly-seen building
floor plans to address gyroscope errors. We assume that a floor
plan is an “approximate” scaled down version of the physical
layout of the floor. Our basic idea is to utilize the geometric
similarity between the trajectory data and the floor plan to infer
the last-visited corner by the user. The flow chart of our algo-
rithm is shown in Fig. 12. Before map matching, we convert
the floor plan into a link-node model in which information such
as the turning angles of the corners and comparative ratios of
the lengths between any two corridors can be estimated [12]
(see Fig. 13). The link-node model is used to approximate the
layout of corridors and corners. We then compare the geome-
try of the user trajectory with the link-node model to find the
possible routes that the user has traveled. Here we consider the
map and the trajectory as two independent graphs, say M and
T. We list all subgraphs of M and compare 7" with them to find
the most similar one. We define the “similarity” between two
graphs by comparing their shapes, vertex angles, and relative
edge lengths. Once a unique route is identified, this can then
be used to calibrate the trajectory data and identify the most re-
cently visited corner. Since the location of every corner is known
within the floor plan, the system can then localize the user while
he or she moves between corners using the dead-reckoning data
from the accelerometer. Given that the link-node model is only
an approximation of the physical layout of the building (e.g.,
the link length might not be an exact scaled-down version of
the corridor length), the results of this comparison between the
map and trajectory could generate multiple candidate routes.
Therefore, we also implement an RSSI-based filter by using
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the existing WiFi-signal-based landmarks [34] (e.g., a corridor-
corner may overhear a unique set of WiFi APs, however the set
may change at short distances away from that spot; in addition,
some dead spots inside a building may not overhear any WiFi
signals, which by itself is a signature). When a WiFi AP signal is

CT = AT — BT. “)

Here, AT is the heading angle after making a turn around
a corner, and BT is the heading angle before making a turn
around a corner. For example in Fig. 14, CT = AT — BT =
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90-0 = 90. However, in reality, it is not necessary that one
only makes a turn when encountering a corner. For example,
one might walk back and forth along the same corridor/aisle.
In addition, possible gyroscope drift errors can also produce
false turning events. Therefore, detection of a turning event is
not necessarily an indication that the user is indeed passing
a corner. We consider these kinds of turning events, which are
detected when the user is not passing a corner, as ‘fake’ turnings.
Nevertheless, it is difficult to distinguish normal corner turnings
from fake ones based only on accelerometer and gyroscope data.
Here, we utilize the floor map information to resolve the issue
of fake turnings, as follows. We assume that, once the fake
turnings are removed from the trajectory data, the trajectory
data should be geometrically similar to a possible route on the
map.

We first try to find all the possible routes that a user might
take (say, Rr) based on all the possible combinations of de-
tected turnings from the trajectory data. We then compare these
Ry with all possible routes on the map (say, R;;). The ob-
jective here is to find an ((Rr, Ry ) pair which is “the most
geometrically similar”. We use some methods from image pro-
cessing theory to solve this problem. We first model the map
as a graph, Gy (Vay, Eyr). Vi is the corner of map, such as
A in Fig. 11(a), and the Ey; denotes the corridor between two
adjacent corners. We also define the graph G (Vai, En) as
the subgraph of G, which is used to model all possible routes
on a map (assuming there are i possible routes). In addition, we
model the user trajectory as a graph Gp(Vy, Ep), where Vp
stands for an ordered set of detected turnings (including fake
ones), such as A',B',C',D' in Fig. 11(b), and Er is the edge set
whose element is the connection between two adjacent detected
turnings. That is, assuming Vi = {V1, Vo, ..., Vi }, Vi is the
k-th detected turning, then Ep = {Vi Vo, VoVa, ... Vi1 Vi }.
We next define the graph G 7;(Vr;, E1y;) as follows. There ex-
ists a set V' which is the power set of Vr (the set that con-
tains all subsets of Vr), i.e., V. = {®,V1}, {W},... {1, Va},
{Vi,V3},.. {V1,V5,V3,...Vi } }. Here, we let Vp; be an ordered
set, Vp; € v, Vrjl > 1, and j is the number of elements in V.
The E7; is the edge set which contains the edge between any
two adjacent elements in Vp;. In other words, G 7; is used to
model all possible routes that could be generated based on the
detected turnings (including fake ones), and GG ; stands for the
accessible route on the map.

Again, the idea here is to find a (G i, G 1) pair which is the
most geometrically similar. In other words, we want to eliminate
those hypothetical routes generated in G 7; that cannot be found
on the real map. We consider two graphs as geometrically similar
if they have similar shapes, angles (i.e., the angle between two
connected edges) and edge lengths (after normalization). We
design a two-phase filtering mechanism and employ three filters:
shape filter, angle filter, and edge filter. In phase one, we input all
(G i, Gr) pairs into these three filters to remove those which
are not geometrically similar. The purpose of phase two is to
remove the nonexisting routes caused by fake turnings (such as
those marked with dotted green circles in Fig. 22), and we input
all (G, G Tj) pairs into these filters to remove the nonexisting
routes.
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Fig. 15. Example of the shape filter.

The aim of the above two-phase filtering mechanism is to pro-
duce a (G, Gr;) pair which is geometrically similar. How-
ever, when we do not have “sufficient” trajectory data (e.g., when
there are no turnings detected in the trajectory data), it is pos-
sible that we can still have multiple candidate routes remaining
after the geometry-similarity filtering. Therefore, when multiple
candidate routes exist, we employ an RSSI-based filter by using
the existing WiFi-signal-based landmarks [34], to further select
the correct one among multiple candidates. Next, we discuss the
details of each filter.

1) The Shape Filter: We adopt the idea of a shape descrip-
tor [24], [25] to implement our shape filter by comparing the
shapes of two graphs. Considering the nature of our input data
and the computational overhead, we modify the original shape
descriptor method to suit our scenario. To reduce the compu-
tational overhead, we calculate the centroid [28], [29] of each
graph and create a line every 10 degrees from 0° to 180°to pass
through this. We then calculate how many crossing points on
the edge can be made by each line and record them in a one-
dimensional array(see Fig. 15). Finally, we compare the arrays
generated based on the two graphs to determine their similarity
using Euclidean distance (L-2 norm) [27]. We set a threshold
to judge the similarity between these two graphs, and this is a
trained value which can be set based on how similar the graphs
should be. If the value of similarity is over the threshold, the
system will consider these two graphs are different and thus
remove them from the set of candidates.

2) The Angle Filter: We adopt the concept of chain code [26]
to implement the angle filter. The chain code uses a sequence of
numbers to represent a series of different moving directions and
transform a graph to a one-dimensional expression. However,
given that what we consider here is a real-time localization
system and the computational capability of a smart-phone is
limited, we cannot directly apply a full-fledged chain code for
two reasons. First, it is difficult to decide the number of sampling
points for the trajectory data, since each step distance could be
different. Second, the computational overhead of using the chain
code is proportional to the number of steps in the trajectory data
and the number of candidate routes on the map. We implement
the concept of the chain code via two different filters: the angle
and the edge ones. Conceptually, the outputs of the chain code
include the angle information (e.g., A and A" in Fig. 11), the
direction of the edge and the normalized edge ratio (i.e., divide
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Fig. 16. Inputs of the angle filter: Angle, EdgeDirection, and Orientation.
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Fig. 17.  Input of the edge filter: the distance of each edge divided by the total
distance.

the distance of each edge by the distance of the longest edge). In
our angle filter, for example, we compare every matching angle
and the direction of each edge between GT and GMi, and use
a threshold, which is also a trained value as in the shape filter,
to determine whether they are close enough (see Fig. 16). After
filtering out those Gz which do not have similar angles, we
then implement the second part of the chain code with an edge
filter, as described below.

3) The Edge Filter: With this filter, we check whether the
normalized edge ratios between two graphs, for example, G 7
and Gy, are similar or not. The system calculates the displace-
ment between any two adjacent vertices in the graph and stores
these displacements as a vector. Fig. 17 shows an example input
to the edge filter. We then use the Euclidean distance and set a
threshold to determine whether the vectors produced for G 7
and Gy, are similar or not. If the value of the L-p norm of these
two graphs is over the threshold, the system then removes the
corresponding (G r;, G ;) pair from the candidates.

In our experiments, the chosen thresholds are 3.5, 15, and
0.1 for the shape filter, angle filter, and edge filter, respectively.
These values are chosen through manual examination of a range
of different values.

IV. EVALUATION

In this section, we first discuss the results of our step length
estimation method, and then show the performance of the afore-
mentioned map matching algorithm.

A. Experiment Setup

To implement our algorithm, we used a variety of Android
phones with embedded accelerometer and gyro sensors from
HTC and Samsung. We performed three sets of experiments:
one with the devices carried at the waist, one with the device
carried in shirt pockets, and one with the device carried in the
pants pockets. Each set of experiments was repeated ten times
with three different subjects (with height ranging from 158 to
179 cm) for two different maps (see Fig. 18). Here, we present
the results with the map in Fig. 18(a). Participants were asked to

15m 50m
15m 80m
(a) (b)
Fig. 18.  Two floor plans used in the experiment.
TABLE I
PERFORMANCE OF DIFFERENT PHONE PLACEMENTS
Phone Location
Waist Shirt pocket Pant pocket

Accuracy 98.25% 97.72% 96.97%
Standard 1.29% 2.38% 2.81%
deviation

walk freely along the corridors (i.e., they could wander around or
walk back-and-forth). We used a laser distance meter to measure
the actual distance traveled. To record the user’s actual location,
we pasted markers on the ground at known locations. Each
marker had a number on it, and the user recorded the number
when he or she walked passed it. To estimate the user’s leg
length L, we created two markers separated by a distance d
on the ground; the users stepped on them with the phones in
their pockets. The readings of the accelerometer are affected by
gravity [1], and are a function of the angle between the measured
axis and the direction of gravity. Therefore, by observing the
change in accelerometer readings when the leg swings forward,
we can obtain the swinging angle (6) of the leg from the body.
We can then calculate L when d and the swinging angle are
known based on Fig. 3 (i.e., L = d/25sin(6/2)).

B. Step Length Estimation

Some of the state-of-the-art pedometers [43] on the market
can also output walking distance. As shown in Table I, we
compare our method with these pedometers and find that they
only achieve up to 90% accuracy, which is significantly lower
the 98% we currently achieved. Note that, this 2% inaccuracy
might be because of other sensor errors (such as sensor bias,
leveling, and so on), and the imperfect estimation of leg length.
Furthermore, as discussed previously, our approach is based on
the idea of using the change in height of the waist to estimate step
length, which is similar to the method used in Weinberg [16]. In
his work, he proposed an equation, as shown in (5), to estimate
distance by observing the vertical acceleration during walking.
We implemented Weinberg’s method and found that its accu-
racy is about 96.7%. In addition, one limitation of Weinberg’s
approach is that its system parameters need to be re-trained for
every new user

StepLength = k X 1 X v/AcCimax — ACCmin (5)

k: constantandn: stepnumber.

We use a low-pass filter to filter out the noise and em-
ploy ZUPT to address the drift error of the accelerometer.
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TABLE I
COMPARISON WITH OTHER WAIST MOUNTED METHODS AND THE
INFLUENCE OF THE MECHANISM

Methods
Pedometer |, i berg Ours (A: LPF, B: ZUPT)
43/
Constant Ours
length > | Equation
B

Concept Step ) (A) B A B none

number
Accuracy 95
(Estimati . ) 983 | 841 | 7> )
on/Groun 90.1% 96.8% % % ; 75.5%
d Truth) °
Standard | ¢ 32% | 13% | 74% | 22| 163%
deviation %

To understand the effects of these mechanisms, we employ each,
one at a time. ZUPT has a greater impact on the system per-
formance than the implementation of the low-pass filter; when
ZUPT is disabled the accuracy drops from 98.25% to 84.1%
(see Table I). We also compare the performance of our system
when placing the phone on different locations of the body (see
Table II). The performance of our system degrades when the
phone is in the pocket as compared with on the waist (note that
our phone-in-the-pocket results are still better than Weinberg’s
results, which were based on waist-mounted devices). This is
not surprising, since the phone generally has less acceleration
jitters when it is mounted on the waist compared with when it
is in a pocket.

C. Map Matching

As discussed, we use a sliding-window-based algorithm to
detect the user’s possible turnings from the gyroscope data. To
determine if a person is making a turn, we compare the standard
deviation of the window with a threshold. Generally, when the
chosen window size is too small, all the walking steps that
happen during a turn might not be able to be included within a
window. When the chosen window size is too big, two different
turnings can be included in the same window if the number of
walking steps between two corners is less than the window size.
The accuracy of detecting turnings is lower when the chosen
window size is too small or too big (here “accuracy” is the
true-positive rate of detecting a corner) (see Figs. 19 and 20).
Therefore, in our experiments, we choose the window size from
the range below, in which D is the shortest distance between
two adjacent corners, as shown in

D

2 < WindowSize < ————.
Heowsize AvgStepLength

(6)

The threshold is obtained using the standard deviation of the
window during the period when the user is walking straight.

In the shape filter, we set a line, every ten degrees from 0° to
180°, that passes through the centroid of the graph, and use the
crossing points on the edges obtained this way to determine if
two graphs have similar shapes. To understand the effects of the
gaps between two crossing lines (default 10°) on determining
shape similarity, we vary this gap from 0° to 70°. Generally, the
system will have less computational overhead when the gap is

Accuracy (%))
100-110
W 50-100
60-80
u 20-60
™ 20-40
0-20

Accuracy (%)

Window size (number of stepsl: ';1

Fig. 19. Number of walking steps between two corners is larger than the
window size.
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Fig. 20. Number of walking steps between two corners is smaller than the
window size.
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Fig. 21.  Effect of gap size on the accuracy of in identifying shape similarity.

larger. However, a larger gap also suggests that poorer results
might be obtained, since fewer crossing points will be generated
for the comparison of shape similarity. We start getting inaccu-
rate results when the gap is larger than 15° (see Fig. 21).The
accuracy here is defined as the success ratio in identifying two
graphs with similar shapes.
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Fig. 22. Testing environment and route.

Fig. 22 shows one of the user trajectories in our experiments,
which is about 40 meters long and includes four corridors and
corners. In this experiment, the walker deliberately created some
“fake turnings” by wandering about around at certain spots,
shown as the green dashed circles in Fig. 22. The solid circles
in Fig. 22 indicate when this walker made a ‘real’ turn at the
corner. Our system is able to identify the last-visited corner in
all our experiments. The location errors are mainly because of
the inaccuracy in step length estimation. Therefore, the location
error might increase as the length of the corridor increases, since
the inaccuracy in step length will accumulate over the walking
distance between two corners. In our experiments, the average
location error is about 0.48 meter, and the standard deviation
is about 0.43 meter. Note that, in our experiment scenarios, we
were able to use an RSSI filter to help find the correct route out
of multiple candidate routes in 53 cases out of 180 cases (i.e.,
about 30%).

V. CONCLUSION

In this paper, we design and implement a waist-mounted PDR
method that estimates moving distance when a smart-phone is
carried in the user’s waist level pocket. Furthermore, by ex-
ploiting geometric similarity between the user trajectory and
the commonly-seen building floor map, we present a novel map
matching algorithm to calibrate the direction errors from the
gyroscope. Our results show that we can achieve about 98% ac-
curacy in estimating the user’s walking distance, and the average
location error is about 0.48 meter in our experiment scenarios.

One limitation of this paper is that we assume that the floor
plan is a scaled-down version of the physical layout of the floor.
In some cases, this assumption might not be always true. Here,
we propose a bootstrap phase based on the participatory sens-
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Fig. 23.  Influence of participants.

ing approach [35], [36] to obtain the scale information of the
map. In this bootstrap phase, the system first collects the users’
trajectories, and then compares them with the link-model of the
map to estimate the relative distance of every corridor. Note that,
while the first few users may experience inferior location accu-
racy, when more data are obtained the system will converge. In
addition, such a bootstrapping phase only needs to be performed
once for each building. The duration of this bootstrapping phase
depends on the visiting frequency of the participants and how
long the participatory sensing data converges to the true scaling
value. We carried out an experiment in a local mall by record-
ing the interarrival time between two consecutive visitors for
every corridor on its first floor (30 corridors in total) for three
days. The mean interarrival time is 2.3 min. To understand how
the scaling converges to the true value with the number of par-
ticipants, we had five people walk around the whole floor at
different times to simulate a number of different participants.
Here, we define Aas the difference of the estimated length and
the real length (L) of a corridor and s = 1 — A/L. The average
s is close to 1 when we have more than 65 participants in our
test scenario, as shown in Fig. 23. In addition, we observe the
positioning accuracy (which is defined as the probability of suc-
cessfully locating the last-visited corner) for our test scenario
can reach 100% when the scaling accuracy is higher than 99%
(which needs around 35 participants in our experiments. Note
that we do not claim that our results are representative since the
length of bootstrapping phase is highly dependent on the map
topology as well as participants’ mobility patterns and visiting
frequency which could vary at different times and in different
places). Nevertheless, one limitation of this study is its reliance
on such a participatory sensing system to collect enough scale
information for the map, and we are currently investigating how
to overcome this. In addition, our current link-node model does
not consider open indoor spaces (e.g., a big hotel lobby), and
we leave this for future work.
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