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Abstract This paper presents a new Bayesian sparse learn-
ing approach to select salient lexical features for sparse topic
modeling. The Bayesian learning based on latent Dirichlet
allocation (LDA) is performed by incorporating the spike-
and-slab priors. According to this sparse LDA (sLDA),
the spike distribution is used to select salient words while
the slab distribution is applied to establish the latent topic
model based on those selected relevant words. The vari-
ational inference procedure is developed to estimate prior
parameters for SLDA. In the experiments on document mod-
eling using LDA and sLDA, we find that the proposed sLDA
does not only reduce the model perplexity but also reduce
the memory and computation costs. Bayesian feature selec-
tion method does effectively identify relevant topic words
for building sparse topic model.

Keywords Bayesian sparse learning - Feature selection -
Topic model

1 Introduction

The goal of feature selection aims to select a subset of rele-
vant features for building robust learning machine. By dis-
carding the outlier features from raw data, feature selection
can be employed to increase the generalization capability,

J.-T. Chien (<) - Y.-L. Chang

Department of Electrical and Computer Engineering,
National Chiao Tung University,

Hsinchu, Taiwan 30010, Republic of China

e-mail: jtchien@nctu.edu.tw

Y.-L. Chang
e-mail: ylchang @chien.cm.nctu.edu.tw

speed up the learning process, and improve the model inter-
pretability [7]. The curse of dimensionality can be alleviated
as well. Feature selection has been known as one of the
most challenging issues in pattern recognition and machine
learning. An attractive approach to this issue is to conduct
Bayesian variable selection [18] where a priori knowledge
about a relatively small proportion of influential features
was considered. Also, in the view of unsupervised learn-
ing, there should be only a few features which contribute
for learning model structure. Many other features may
be redundant or even harmful for structural learning. For
instance, in gene mapping problem, it is assumed that there
are only a small number of genes that have substantial effect
on trait, while most of genes have little or even no effect.
The underlying biological structure is sparse, i.e. only a few
factors have influence on the trait. Sparse representation is
meaningful for this problem. In addition, Bayesian sparse
learning [22] was performed through Bayesian treatment by
introducing the prior of weight parameter that expressed the
uncertainty in heterogeneous data and enforced the sparsity
of representation. A sparse prior distribution was intro-
duced. Typically, sparsity-favoring prior is defined as any
distribution with excess of kurtosis, indicating that it is
highly peaked with heavy tails or it has a delta-mass at zero.

In general, prior distributions that favor sparsity fall
into two categories: continuous sparsity-favoring priors and
spike-and-slab priors. Laplace distribution [1] and Student’s
t-distribution [22] correspond to the first category of priors
where high kurtosis is measured and the resulting Bayesian
models for continuous variables are prone to be sparse. On
the other hand, the spike-and-slab prior model [13, 16, 17] is
formed by a discrete mixture of a point mass at zero, which
is referred to as the ‘spike’, and any other distribution, which
is known as the ‘slab’. This distribution allows Bayesian
inference with exact zeroes in the posterior samples for
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discrete variables, thereby enforcing true sparsity. Bayesian
sparse learning has been attracting many researchers in the
communities of signal processing and machine learning
and has been developed for speech recognition [19], image
reconstruction [1], document representation [5, 23], choice
modeling [10], and many others.

In the application of document modeling, latent Dirich-
let allocation (LDA) [3] was developed to build latent topic
model from observed documents and then extended for gene
clustering, document clustering, document summarization
[4], and language modeling [6]. Using LDA, each word in
a document is viewed as a feature which is represented by
a fixed set of topic mixtures. The mixture weights are used
to build coordinate vector of a word in semantic or topic
space. However, some words or features are noisy, irrele-
vant or redundant and shall result in a poor model. How to
select semantically significant features becomes a key issue
in LDA-based topic model.

Recently, Wang and Blei [23] proposed a sparse repre-
sentation based on the hierarchical Dirichlet process (HDP)
[20]. This work decoupled the sparsity and smoothness in
HDP and achieved a sparse topic model by introducing a
Bernoulli distribution to detect whether each feature appears
in the topic or not. Conditioned on these variables, each
topic is represented by a multinomial distribution over its
subset of vocabulary words. More recently, a focused topic
model (FTM) [24] was exploited to learn the sparse topic
mixture patterns from documents. This method integrated
the desirable features through HDP and Indian buffet pro-
cess (IBP) [9, 11] and allowed sparse representation over
different topics. IBP is an exchangeable distribution over
binary matrices for implementing the Bayesian nonparamet-
ric feature model [21]. A variational inference algorithm
based on a truncated stick-breaking approximation [8] was
developed. Furthermore, a sparse exponential family [17]
was proposed to fulfill sparse representation of latent vari-
able model based on the exponential family distributions. In
[15], a Bayesian topic model was established by combining
the efficiency of sparse Gibbs sampling with the scalability
of online stochastic inference.

This paper proposes a new Bayesian sparse topic model
where sparse LDA (sLDA) is implemented via Bayesian
feature selection by using spike-and-slab prior distribution.
The semantically-significant features are selected to assure
model fitness and generalization. An indicator variable with
Bernoulli distribution is adopted for feature selection [14].
Using this method, the memory and computation require-
ments are significantly reduced. Sparse topic model is
established for document representation. Experiments on
datasets of Wall Street Journal (WSJ) and Associated Press
newswire (AP) show effectiveness and efficiency by using
sLDA compared to LDA. The organization of this paper
is arranged as follows. First of all, we survey LDA model
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and address some issues in LDA. Then, Bayesian sparse
topic model is introduced. The spike-and-slab distribution
is surveyed. The resulting model construction and inference
based on sLDA are described. Several related methods are
compared. Next, the experiments on document modeling
using different methods are evaluated. Sparsity of the esti-
mated parameters and hyperparameters is analyzed. Finally,
the conclusions drawn from this study are given.

2 Topic Model
2.1 Latent Dirichlet Allocation

Blei et al. [3] introduced the LDA for topic-based document
representation where the documents are treated as ‘a bag
of words’. LDA is known as an extension of topic model
based on probabilistic latent semantic analysis (PLSA) [12].
LDA improves PLSA by generalizing for unseen documents
through the shared topic information expressed by Dirichlet
prior. LDA has been recognized as the representative topic
model. Figure 1 shows the graphical representation of LDA.
There are N words in a document, V vocabulary words, K
latent topics and M documents in the corpus. Each word
w in a document d is associated with a hidden variable z,
which denotes the latent topic. Variable z is sampled from
a multinomial distribution with parameter 6 indicating the
generating probabilities of latent topics. The prior density
of multinomial parameter 6 is given by a Dirichlet distri-
bution with K-dimensional hyperparameter &« = {oy}. The
K x V parameter matrix 8 = {Bky} denotes the topic-
dependent word probability. LDA outperformed PLSA and
other topic models in evaluation of document modeling
[3]. LDA was also extended for document summarization
[4] and speech recognition [6]. A Dirichlet class language
model was developed for speech recognition by considering
the word order into LDA-based class or topic prediction. In
general, LDA is constructed for document representation as
follows:

1. For each documentd € {1, --- , M}
Draw a K-dimensional topic mixture vector by 6, ~
Dir(a)

B

Figure 1 Graphical model for LDA.




J Sign Process Syst (2014) 74:375-389

2. Foreach word w,, in documentd wheren € {1,---, N}

(a) Choose a topic by zg, ~ Mult(0,)
(b) Choose a word by wan| {zan = k} ~ Mult(B;)

The LDA parameters {o, B} are estimated by maximiz-
ing the marginal likelihood p(wle, §) from a set of text
documents w = {wg,}

M
p(Wlee, ) = ]_[/p(ﬂdloc)
d=1

N
x |:l_[ > pWanzan. ﬁ)p(Zdn|0d)j| dbq

n=1 Zdn

ey

where the marginalization is operated over Dirichlet param-
eter 04 and latent topics z = {zg4, = k} of the words in cor-
pus w. However, direct optimization of Eq. 1 is intractable.
The variational inference is applied to estimate LDA param-
eters by maximizing a lower bound of Eq. 1. Considering
the factorized variational inference where latent variables
z and § = {6} are conditionally independent, a vari-
ational distribution ¢(z, 0|¢, y) of {z,0} is formed to
approximate the true posterior probability p(z, 8w, «, B).
By maximizing the lower bound, the optimal variational

parameters {(;5 = {cﬁnk} P = {)71{}} and LDA parameters
{& = {&k} ,[Ai = i’ékv}} are estimated by

K
Puk O Bru,exp 4 W) — W [ Y )
j=1
N
=+ Y ouk 3)
n=1
M N
Bio o< DY Pankd (Wan, v) “)
d=1n=1
-1
& =0 — Hyg () g, () 5)

where W(-) denotes the first derivative of log gamma func-
tion logI"(+), §(-) denotes the Kronecker delta function, ¢
denotes the iteration index in decent algorithm, H;4, () and
84.(-) denote the Hessian matrix and the gradient vec-
tor of the lower bound with respect to &, respectively.

The estimated variational distribution ¢ (z, 0|(}5, }7) approx-

imates the true distribution p(z, 8|w, a, B) with the smallest
Kullback-Leibler (KL) divergence.
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2.2 Some Issues in LDA

Some issues exist in LDA and could be tackled to improve
topic-based document representation. From Eqs. 24, we
find that the variational parameters ¢, and y; act as suffi-
cient statistics for calculating topic-dependent word proba-
bility ,3kv for topic k and word v = wy,. The probability
ﬁkv is seen as the proportion or mixture weight of a word v
assigned by different topic or mixture component k. Consid-
ering a case study with three topics {k{, k7, k3} as illustrated
in Fig. 2, the topic assignment of a word wg, is determined
by finding topic k with the highest probability Biw among
K topics. LDA parameter Brv is calculated by summing
up the variational topic proportions {énk} corresponding to
word v in different training documents. Typically, all words
in a document are fully connected to different topics as
marked by yellow in the figure. The issues in LDA are two-
fold. First, the computation of this fully-connected network
between words and topics is proportionally increased by
the number of topics. Second, some words or topics are
noisy and irrelevant for model construction. In this study, we
select the informative features and prune the redundant fea-
tures for compact topic modeling. A sparse LDA (sLDA)
is proposed. The fully-connected network is simplified
to a partially-connected network where irrelevant words
and topics are automatically detected and disconnected via
sparse Bayesian learning by using spike-and-slab priors.
The computation and memory requirements are alleviated
accordingly.

3 Bayesian Sparse Topic Model

Real-world text documents data are usually contaminated
with noisy and redundant words. Generalization of a trained
model to new data is not assured. Selecting the informa-
tive features becomes a crucial issue for model construction.
This paper proposes a Bayesian feature selection for topic-

il
\

y h \
Wn | Word
4

/
l
\

Topic Proportion
~

0.3 &

.
y 2

N
( k3 :] Topic
N

y

-

Figure 2 Illustration for LDA in case that a word wy, is assigned
by three topics {ki, k2, k3}. All three topics are active (and marked by
yellow) for prediction of word wgj,.
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based document representation. Only the selected features
are employed in construction of topic model. All documents
are generated by a shared topic mixture model where a
basis of topic-dependent word distributions with topic pro-
portions is introduced. Each word in a document is sampled
according to this distribution basis. Importantly, we disre-
gard the uncertain features and select the fitted features for
text modeling. The conceptual difference between LDA and
sLDA is demonstrated by Fig. 3. Typically, sSLDA adopts
the spike-and-slab distribution to pursue sparsity when esti-
mating the word distributions for different topics. In what
follows, the spike-and-slab prior distribution for Bayesian
sparse learning is addressed.

3.1 Spike-and-Slab Distribution

Spike-and-slab distribution is formed as a mixture model of
an impulse mass at zero referred to as ‘spike’ and any other
distribution known as ‘slab’ [17]. The original distribution
was expressed in [16]. This distribution was seen as a dis-
crete mixture of two prior distributions [13, 17] and acted
as a type of prior for linear regression. In [17], spike-and-
slab distribution was explored for unsupervised learning of
sparse exponential family. Here, we present a new sLDA
document model by introducing spike-and-slab model for
Bayesian feature selection and topic modeling. Bayesian
inference with exact zeroes in posterior distributions is per-
formed to achieve true sparsity. The ‘spike’ model is real-
ized through a binary indicator matrix indicating whether a
latent variable contributes to generating an observation sam-
ple or not. Each observation has a corresponding Bernoulli
indicator variable. The beta prior and its hyperparameters
are incorporated in Bayesian learning [2]. On the other
hand, the ‘slab’ model is implemented by either discrete
or continuous variable which is expressed by exponential
family distribution and its conjugate prior. In general, the
use of multinomial and Gaussian distributions for discrete
and continuous slab variables is beneficial to facilitate rapid
Gibbs sampling of the posterior, respectively. This makes
spike-and-slab variable selection computationally attractive
and extensively popular. In this study, a Bayesian sparse
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Figure 4 Graphical model for sLDA.

topic model is proposed for document representation where
the text documents are represented by a mixture of latent
variables which is extended from topic model based on
LDA. The semantically-rich words in documents are auto-
matically selected and merged into construction of a precise
and reliable topic model.

3.2 Model Construction

Bernoulli distribution is introduced as a spike model to
judge whether the target feature is informative or not. The
beta distribution is used as conjugate prior [2] for spike
model. The standard LDA can be seen as a slab model con-
sisting of those features which are selected by spike model.
Figure 4 depicts the graphical representation for sLDA.
Model construction of sSLDA is addressed as follows:

1. For each documentd € {1, --- , M}

(a) Draw a proportion by Agx ~ Beta(rr)
(b) Draw a K-dimensional topic mixture vector by
0, ~ Dir(a)

2. Foreach word w,, in documentd wheren € {1, ---, N}

(a) Choose an indicator by bg,x ~ Bern(igx)

(b) Choose a topic by z4, ~ Mult(0,)

(c) Choose a word by wgn| {(bank = 1, zan = k} ~
Mult(8,)

In this procedure, the indicator variable by is intro-
duced for each latent variable z4,. This indicator is governed

P Topic s Topic
Topic 1 .J‘/\\ Proportion Topic 1 Proportion
————— —V
P P
Topic 2 0.4 d Topic 2 P
— R ‘ o 2 06,
v v
P P
Topied b~ 0.3 Topic 3 I A'
v LDA v sLDA

Figure 3 Comparison of LDA and sLDA for generation of word distributions.
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by a document-dependent Bernoulli parameter Ay which is
drawn from a beta prior distribution with parameter x. The
topic label z4, € €2 and its associated word distribution
B, are used to generate word wg,,. The indicator by, deter-
mines whether word wy,, is relevant to topic k or not. Given
this specialized sLDA, the marginal likelihood of training
documents w = {wg,} by using slab model with bg,; = 1
is calculated by

M
p(Wlee, B, 1) = ]'[/p(odm)
d=1

N
X |:l_[ Z P(Wan|zan =k, bank =1, B)

n=124,€Q

X p(Zan = klbank = 1,04)

X/P(bdnk = ll)»dk)P()»dklﬂ)d)»dk] db,. (6)

In case of spike model with bz, = 0, the word wy,
for topic z4, = k is viewed as a redundancy and is
excluded from building topic model. In this SLDA, there
are one observation variable w and four latent variables
{z,0,b = {bgni}, A = {Aqr}}. Model parameters {«, B8, T}
are estimated by maximizing the marginal likelihood as
given in Eq. 6.

3.3 Model Inference

However, the exact solution to direct maximization of
marginal likelihood in Eq. 6 does not exist due to the
coupling effect of latent variables z, #, b and A in poste-
rior distribution p(z, 6, b, A|w, &, 8, ). We develop a new
variational Bayesian expectation maximization (VB-EM)
procedure for the proposed sLDA. Instead of direct maxi-
mization, we apply the factorized variational inference and
maximize the lower bound £(-) of the logarithm of marginal
likelihood, i.e.

log p(wle, B, )

:log///z p(w,z,0,b,Moc,ﬂ,n)q(z,O,b,k)dodbdk
" q(z,0,b, 1)

zff/Zq(z,o,b,k)logp(w,z,é’,b,kla,ﬁ,n)dOdbdk
z

fff/Zq(z,0,b,k)logq(z,o,b,k)dOdbdk
£L@.y. V.0 B, ) )]

which is derived by applying the Jensen’s inequality.
Here, we introduce the hyperparameters or variational
parameters ¢, y, ¥ and 5 corresponding to the latent
variables z, 6, b and A, respectively, and determine
the variational distribution ¢(z, @, b, A|@, y, ¥, n). This
distribution is used to approximate the true posterior
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distribution p(z, 0, b, A|w, o, B, ). The lower bound in
Eq. 7 is expanded as

L(p,y.¥.n e, B, ) = Eyllog p(w|z, b, B)]
+ Eg4llog p(z|b, 0)] + E,4[log p(0|e)]
+ E4llog p(b|A)] + E4[log p(A|m)]
— E4llogq(z)] — E4llogq(0)]
— E4llogg(b)] — E,4[logg(V)]. ®)

Notably, latent variables in variational distribution are
assumed to be conditionally independent as ¢(z,#6,

b, Al¢,y. ¥, n) = q(zlp)q@|y)q(bl¥)g(Aln) where ¢, y,
¥ and 7 denote the variational parameters for multinomial,

Dirichlet, Bernoulli and beta distributions, respectively. The
expectation functions in Eq. 8 are calculated individually for
latent variables z, #, b and A. The graphical representation
for variational SLDA is displayed in Fig. 5. We accordingly
establish the relation [3]

log p(wlee, B, w) = L(p,y. ¥.m; &, B, 7)
+D(q(z,0,b,A¢.y, ¥.n) [ pz 0,b, Alw,a, B, 1))
)
where D(-) denotes the KL. divergence between variational

posterior and true posterior. Maximizing the lower bound

LD, y,¥,n; a, B, ) withrespectto {@, y, ¥, n} is equiv-
alent to minimizing the KL divergence, namely finding new

variational posterior distribution ¢ (z, 0,b, l|$, ¥y, 1/}, ?))

or its corresponding variational parameters {(}5, v, 1}, ﬁ]
VB-E step is performed. The updated variational distribu-
tion is then substituted into lower bound in Eq. 8. In VB-M

step, the updated lower bound £ ((?), 7.0, o, B, 71') is
further maximized with respect to {e&, B, 7} to estimate new
sLDA parameters { a, B, ﬁ’} The updating formulas for

new sLDA variational parameters and model parameters are
derived by

K
uk < B =exp [\v(m v (Z y_,-) ] (10)
j=1

N
Figure 5 Graphical model for variational sSLDA.
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N
D=kt ) bk (11)

n=1

2
ks o Blik exp {‘I’(Ukb) - v (Z nks)} (12)
s=1

N
kb = 75+ D Vnkb (13)
n=1
M N
Brv Z Z Vankb=1)Pdnkd(Wdn, v) (14)
d=1n=1
-1
&) — 6 |, (am) £ 100 (um) (15)
-1
0D =7 — Hyg, (”(t)) 8sida (”(t)) (16)

where H44(+) and g;,4,(-) denote the Hessian matrix and
gradient vector of the lower bound L(-) with respect to
{ae, T}, respectively. After several VB-EM iterations, the

variational posterior ¢ (z, 9,b, XI(;S, ¥y, 1/}, ?)) is estimated
and converged to true posterior p(z, 6, b, A|w, ., 8, x) with

the smallest KL divergence.
3.4 Model Interpretation

In the proposed sLDA, beta prior distribution for parame-
ter Aqx is controlled by hyperparameter 7. This distribution
serves as conjugate prior to combine with Bernoulli distri-
bution for indicator variable bg,,. Similar to interpretation
of LDA, Fig. 6 illustrates how a word wg, is predicted
through sLDA. An additional layer consisting of Bernoulli

/'/‘ \
( Wan \;‘ Word
\ )

S .

Ol 106 03 ¢ Slab

_ Probability
kl ‘\ 3 \Toplc

01 9T 0. 8/ 05\ 0. 7To\4ﬂ brobabiity

‘b]JbOJ‘b] b0 b] b0‘

Indicator

Figure 6 Illustration for SLDA in case that a word wy, is assigned by
three topics {k1, k2, k3}. The active topics k» and k3 (marked by yel-
low) and inactive topic k| are determined by spike probabilities {@nkb}.
Only the active topics and their corresponding slab probabilities {Pnic)
are considered for prediction of word wj, .
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indicators bgnx = 1 and bgyr = 0 for individual top-
ics k is introduced. The variational parameters 1,@,,1((1,:1)
and 1/A/nk(b:0) are seen as spike probabilities for identify-
ing relevant topics (topics k» and k3) with by, = 1 and
irrelevant topics bg,x = 0 (topic ky) for prediction of
word wgy,, respectively. The variational parameters or topic

proportions qAbnk for each word wy, are acted as slab
probabilities. The active or relevant topics and their slab
probabilities are considered for prediction of word wg,. The
inactive or irrelevant topic k3 is disregarded for word predic-
tion. We are equivalent to perform Bayesian feature selec-
tion where the semantically-meaningful words are selected
as mass points to contribute for topic-dependent word
probabilities {ﬁkv}. The redundant features are pruned for
Bayesian sparse coding. Bayesian sparse topic model is con-
structed accordingly. In this manner, SLDA does not only
reduce redundant connection between topic k and word wg,
but also save considerable memory and computation costs.
The estimated probability parameter ﬁ = {/ékv} turns out
to be a sparse matrix containing quite several components
with near zero values. For those components with suffi-
ciently small values, we force them zero so that true sparsity
can be achieved for the corresponding words {wg, = v}
in the corresponding topics {k}. Since noisy features are
removed, the ill-posed condition in data modeling is allevi-
ated. Bayesian regularization [2] is assured for the estimated
document model.

3.5 Comparison with Other Methods

We compare the proposed sLDA with two related works
[23, 24]. In [23], a sparse representation of documents
was implemented by using finite spike distributions. The
resulting sparse topic model was built according to a HDP
where the approximate inference using collapsed Gibbs
sampling was performed. A finite binary-valued matrix was
introduced to attain sparse representation. The model com-
plexity was reduced as well. This model is an extension of
HDP based topic model by additionally decoupling spar-
sity and smoothness based on spike-and-slab prior. In [24],
the IBP compound Dirichlet process was proposed. The
infinite spike distributions were allowed for flexible docu-
ment model where the number of topics was unfixed and
the sparse representation was based on HDP. The infinite
binary-valued matrix was estimated. The resulting topic
distribution is focused on a finite subset of topics. The
number of topics within a single document was practically
finite although total number of topics was released to be
unbounded. Using this FTM, IBP was applied to simulate
the spike model and HDP was acted as the slab model. In
this study, the SLDA with finite and fixed number of topics
is proposed. Using sLDA, it is not necessary to additionally
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Figure 7 Comparison of
logarithms of topic-dependent
word probabilities for different
words and two selected topics.
The cases of LDA trained with
(a) 20 topics and (b) 100 topics

are examined. g
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calculate and store a large binary-valued matrix parameter
for sparse document representation. Also, instead of using
Gibbs sampling procedure, the variational inference proce-
dure based on VB-EM algorithm is implemented for sLDA.
The selected features provide salient mass points to esti-
mate the topic-dependent word distribution /} from training
documents.

4 Experiments
4.1 Experimental Setup

In the experiments, the Associated Press newswire (AP)
dataset and the Wall Street Journal (WSJ) dataset from
TREC collection were used to evaluate document modeling
based on LDA [3] and the proposed sLDA. The evalua-
tion was conducted by considering three cases; AP88-90,

0.052 - Ny
0.051 -

0.05) /

0040~ / \ h

Topic Mixture
N

0.048 - -

0.047 - -

0046 r r r r r r r
2 4 6 8 10 12 14 16 18 20

Topic Index

0.0101 T T T 5 T T T T T

0.0101

0.01

Topic Mixture
o o o
o o o
b4 =4 =4

©
o
=

0.0099 |- | f .

10 20 30 40 50 60 70 80 90 100
Topic Index

Figure 9 Comparison of topic mixtures for five selected documents
(denoted by different colors). The LDA trained with (a) 20 topics and
(b) 100 topics are examined.
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WSJ87-89 and WSJ87-92. In AP88-90 dataset, there were
10,411 training documents randomly selected from years
1988 to 1990. Test data contained 2,000 documents. In
WSJ87-89 and WSJI87-92 datasets, there were 5,075 and
15,201 training documents randomly selected from years
1987 to 1989 and 1987 to 1992, respectively. A common test
set consisting of 2,008 documents was collected for eval-
uation using WSJ dataset. The performance of document
modeling was investigated for different amount of train-
ing documents. All the documents were preprocessed by
performing stemming and stop word removal. The vocabu-
lary size V in WSJ dataset and in AP dataset was 55,106
and 73,794, respectively. In implementation of sLDA, the
sparsity is controlled according to the estimated varia-

tional parameters 1/Af = i@dnkb} which are associated with

Bernoulli indicator variables {bg,x}. The performance of
different document models is evaluated by the metric of

049‘--
0.8 -
0.7+
0.6~

0.5

0.4

Topic Mixture

0.3~

0 b= 3 \ SR S A T SS— — r - J
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Topic Index
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o
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Figure 10 Comparison of topic mixtures for five selected documents
(denoted by different colors). The sLDA trained with (a) 20 topics and
(b)100 topics are examined.
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perplexity which is measured from test documents {wg}
according to

_Zyzl log P(Wd))} (17

M
Zd:l Na

where N; denotes the number of words in document {w,}.
A lower perplexity corresponds to less confusion in the
prediction of the words in text documents, or equiva-
lently implies a better generative model. The initial val-
ues in B were set to be 1/V. It was found that the
perplexity was insensitive to the initial values of « and
. The initial values of the entries of « and m were
empirically set to be uniform as 100 and 10, respec-
tively. In implementation of LDA, the source code from
http://www.cs.princeton.edu/~blei/lda-c/ was referred. The

perplexity = exp {

A

memory costs for the estimated LDA parameters {&, ﬁ} are

measured as 16.37 MB and 81.83 MB for the case of 20
topics and 100 topics, respectively. Memory requirement is
proportional to the number of topics.

4.2 Evaluation for the Estimated Parameters

First of all, we evaluate the estimated parameters and vari-
ational parameters of LDA and sLDA by using WSJ87-92
dataset. Figure 7a and b show the logarithms of the esti-
mated topic-dependent word probabilities { Bkv} by using
LDA with 20 topics and 100 topics, respectively. Only the
values of the parameters from 1000 selected words and two
selected topics are displayed. The words in these four sub-
figures are identical. The floor value of —100 is set. The
values of the parameters i'ék”} corresponding to the same
words in different topics look similar. No much discrimina-
tion is seen in the estimated parameters for different topics.
Figure 8a and b show the logarithms of topic-dependent
word probabilities for sLDA under 20 topics and 100 top-
ics, respectively. The 1000 selected words are identical for
eight sub-figures in Figs. 7 and 8. Comparing the esti-
mated word probabilities from LDA (Fig. 7a and b) and
sLDA (Fig. 8a and b), we find that there are many words
with very low value of logarithm of topic-dependent word
probability (< —100) by using sLDA. But, using LDA,
only a few words have low word probabilities. The esti-
mated word probabilities of SLDA are sparser than those of
LDA. In contrast with LDA, the word probabilities using
sLDA are distinct for different topics. This is because SLDA
is feasible to characterize the relevance between words
and topics.

Figure 9 displays the normalized values of variational
parameters y = {)91(} which correspond to the topic mix-
tures @ for different topics k. LDA is applied. Each curve
expresses the topic mixtures corresponding to a document
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and is marked by different color. These topic mixtures are
used to form a coordinate vector to represent a document
in topic space. There are five randomly-selected docu-
ments in this evaluation. Figure 10 shows the corresponding
curves of topic mixtures where the sLDA is applied. These
five documents are identical to those in Fig. 9 for LDA.
Again, comparing the estimated topic mixtures using LDA
and sLDA, it is obvious that the range of the estimated
topic mixtures using SLDA is larger than that using LDA.
Using LDA, the style of curves of different documents
looks similar while that using sLDA is distinct for differ-
ent documents. The topic mixtures of SLDA are sharper and
sparser than those of LDA. The discrimination using sLDA
is much better than that using LDA. This property is consis-
tent for different number of topics. SLDA does effectively
select relevant features for Bayesian sparse topic model-
ing. With the improved parameter discrimination, sLDA
shall perform better than LDA for document clustering and
classification.

4.3 Evaluation for the Selected Topic Words

In what follows, we examine the selected topic words in
corpus level as well as in document level. In this set of
evaluation, WSJ87-89 dataset was used. The case of sSLDA
trained with 100 topics was investigated. Table 1 lists the
corpus-level topic words for each of six randomly-selected

Table 1 A list of topic words from six selected topics by using SLDA.

Topic2  Topic 33  Topic 39 Topic 62 Topic 78 Topic 90
Stock Car Japan Couple Game Tax

Share Sale Govern  Work Team Rate
Market  Ford Industry Lawyer Sport Card
Investor GM Japanese Husband New Credit
Trade Motor Economy Juridical Player Gain
Average Auto Country  Trial Time Interest
Dow Plant Foreign  Right Family Capital
Jones Maker Growth  Judge Basketball Company
Gain Chrysler  Export  Consult Season Consume
Analyst  Model Germanic Litigant TV Revenue
Shearson Vehicle Increase  Wife Network  Bank

Big Truck Minister Open Win Hong-Kong
Company Product World Marriage Show Australian
Rise Increase Member Juror Home American
Fall Dealer Trade Find Second New

Earn Price Ministry People  National Hold

Sell Market Private  Select ~ Coach State
Price Consumer Support  Help Program  Charge
Volume Toyota Action  Home  Young Raise
Yesterday Automotive Policy Job Play Capital-gain
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topics. Top 20 words with high topic-dependent word prob-
abilities { ,gkv} are selected as topic words. As we can see,
the 2nd topic is related to the news of stock market, the
33rd topic is related to the news of motor market, and the
78th topic is related to news of TV sports. It is obvious
that the topic words within a topic are closely related and
those across topics are significantly apart from each other.

J Sign Process Syst (2014) 74:375-389

Unsupervised learning of topic words is well done by using
sLDA model.

Next, the document-level evaluation is performed by
investigating the effect of spike-and-slab model in topic-
based document representation. Typically, the proposed
sLDA conducts Bayesian sparse topic modeling through
feature selection based on spike-and-slab model. This model

Figure 11 An example of WSJ
document with topic or ‘slab’

Document WSJ870605-0149 under Topic 33

words (yellow) and redundant or
‘spike’ words (green) under
Topic 33. The estimated
variational parameter @d,, k(b=1)
is shown in the bottom.

Eurodollar - prices closed marginally higher and Toyota Motor Credit
Corp. sought to again open the window for fixed-coupon borrowings.

Secondary markets finished only slightly higher after having risen about half
a point earlier. Dealers were reluctant to stick to the earlier gains because of
fluctuations in the dollar. Many traders also weren't eager to open significant
exposures in advance of today's employment data from the U.S. and next
week's summit meeting. Toyota Motor Credit's $100 million issue lifted off so
late in the day that by the close of London markets, many dealers still hadn't
decided whether to accept invitations to join the - group being
assembled by - Securities Co. (Europe). The three-year - which
bear a - of 8 5/ 8% at 101 1/ 8, offered a return about five basis points
below a three-year issue with similar features by Ford Motor Credit Co. in
late May. But Toyota's double-A/ triple-A senior debt rating makes it a
slightly better credit than Ford. - officials at other houses said.
That, they said, justifies Toyota's pricing and should make the issue a test of
the Eurodollar straight-debt market's health. Elsewhere, . prices dived in
late trading as the market, already nervous about the British government's
chance of - was shaken by a rumor that an opinion poll would show
the Conservative lead cut to two points. The rumor was denied by Marplan
Ltd., the agency conducting a poll for publication in the - newspaper
today. The World - issued #200 mullion ($326.3 mullion) of 9 1/ 4%
Eurobonds due July 20, 2007, at 98 3/ 4 to yield 9.40%, via Baring -
&amp; Co. It was first long-term Eurosterling issue by the World -

Slab Words under Topic 33 | Ford motor Toyota price market dealer

, , coupon bond bank brother gilt Guardian
Spike Words under Topic 33

Nikko reelect syndic

0.84924 0.84845 0.84771 0.84696 0.8462 0.84544

0.8

1)

0.6

0.4 4

0.2

Probability (b

0.0 4

0.18701 0.18765  0.18959

0.1906

0.18728  0.18751

Ford motor Toyota price market dealer coupon bond bank brother gilt Guardian

Topic (Slab) Words
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is designed to select the slab or topic words with indica-  documents and their corresponding topic words and redun-
tor variable by, = 1 and prune the spike or redundant  dant words selected by the proposed sLDA under Topics 33,
words with indicator variable bgnx = 0. This judgement 78 and 90, respectively. The estimated variational parame-
is made according to the estimated variational parame- ters 1/} dnk(b=1) Of these words are displayed in the bottom of
ters {1/7,1,,;(1,}. Figures 11, 12 and 13 illustrate three WSJ each figure. For example, in case of document WSJ870605-

Figure 12 An example of WSJ
document with topic or ‘slab’ Document WSJ870604-0099 under Topic 78
words (yellow) and redundant or
‘spike’ words (green) under
Topic 78. The estimated college basketball career. Then again, that's not too hard. The 21-year-old
variational parameter ¥g,kp=1)
is shown in the bottom.

Reinhard Schmuck is getting more attention these days than during his entire

accounting major played only 10 games in two seasons for Baruch College in
New York City. But last month, as a lark he applied for early entry into the
National Basketball Association through its June 22 draft. Only eight other
players who haven't fulfilled their college eligibility did likewise. Those other
players have stacked up generally _ credentials. As for Mr.
Schmuck, the 6-foot-4, 225-pound forward, who is _ "Rhino,"
averaged only eight points a game and was sidelined repeatedly with ankle
njuries. After he was hurt, he lost his -." says Ray Rankis, the
basketball coach for Baruch. We used him for giving fouls." Mr. Schmuck
says the NBA "has always been a dream and I figured this was the closest I
could get." But his dream has soured slightly. He expected his draft
application to draw some attention, but not the flood of - calls he and his
family have received from reporters and basketball fans. And a few
wisenheimers can't resist poking fun at the family name. (He pronounces it
"Schmook.") In the beginning it was - but I wish all the - calls
would end." he says. Also, Mr. Schmuck had hoped his bid for the NBA
would somehow help Baruch. CBS did put him on its half-time show during a
recent NBA playoft game, but Mr. Schmuck didn't like the way the announcer
called Baruch's basketball programl "tiny." (Still, the announcer was fairly
accurate; the college has had only six winning basketball teams in 19 years
and 1its gym 1is so small that it must play home games at nearby Xavier High
School.) To no one's surprise, none of the phone calls Mr. Schmuck received
were from NBA scouts. I'd never heard of him," says Stan Kasten, general
manager for the Atlanta Hawks. Mr. Schmuck concedes he never really held
out much hope anyway. I'm going to be an accountant.” he says. But just in
- a basketball scout is wondering, Mr. Schmuck says he was "a decent
high school player." And how many basketball players are called Rhino?

Slab Words under basketball NBA coach college family game
Topic 78 National play player program season win
Spike Words under case humorous mobility phone impress
Topic 78 nickname

1)

0.8-0.75019 0.74982 0.74943 0.74904 0.74867 0.74826

_g
<= o6
z N
% 0.29825 0.29932 0.30119 0.30216 0.30353 0.30418
8
[}
4
& S T 7
basketball NBA coach  college  family game case humorous mobility phone impress nickname
Topic (Slab) Words Redundant (Spike) Words
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Figure 13 An example of WSJ
document with topic or ‘slab’
words (yellow) and redundant or
‘spike’ words (green) under
Topic 90. The estimated
variational parameter &dnk(bzl)
is shown in the bottom.

Figure 14 The logarithm of the
estimated model parameter 3kv
for 15 topic words in (a) Topic
33, (b) Topic 78, and (c) Topic
90.

@ Springer

1Y

log(p)

log(p)

log(p)

—~
-

Probability (b=

J Sign Process Syst (2014) 74:375-389

Document WSJ861205-0137 under Topic 90
_ Life Insurance Co. said it added $25 million in capital to its

- Reinsurance Co. unit. The - boosted the
_ reinsurance unit's capital to $91 mllion. Officials said the
funds will support the growth and - of the unit. -
Reinsurance wrote policies that generated . premiums of $103 million for
the first nine months, and is expected to report a profit for 1986. A number of
insurers have - the capital of their reinsurance units recently. Losses
over the past few years cut into their capital and now, with _
insurance rates having risen. they need additional capital to support their
increased volume. A reinsurer participates in policies written by other

insurance companies, sharing part of the risk in return for part of the
premium.

Slab Words under Topic 90
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0149 under Topic 33, it is meaningful that the words ‘Toy-
ota’, ‘market’, ‘dealer’, ‘motor’, ‘Ford’ and ‘price’ are
selected as topic words due to high value of 1/A/d,,k(b:1),
and the words ‘bond’, ‘syndication’, ‘Nikko’, ‘coupon’,
‘gilt’, ‘reelection’, ‘Guardian’, ‘bank’ and ‘Brothers’ are
seen as redundant words in construction of sSLDA model
due to low value of g@dnk(bzl). The irrelevant words are
pruned by spike-and-slab model in these documents. Fur-
ther, we report the quantitative measure of how topic words
are related to the corresponding topics. Figure 14a—c dis-
play the logarithm of the estimated model parameter Biw
for 15 topic words in Topics 33, 78 and 90, respectively.
This is a general measure which is evaluated over all train-
ing documents. The degree of relevance between individual
words and the corresponding topics is clearly reflected by
this measure. From these figures, we confirm that sSLDA
could extract semantically-rich words and avoid the inter-
ference of noise words when constructing topic model. The
performance of Bayesian feature selection using sLDA is
assured.

4.4 Evaluation for Perplexity versus Number of Topics

In this set of experiments, the perplexities of LDA and
sLDA are carried out for different number of topics.
Figures 15, 16 and 17 display the comparison of perplex-
ity versus topic size on using AP88-90, WSJ87-89 and
WSJ87-92, respectively. The cases of topic size K being
10, 20, 40, 60, 80, 100 are considered. It is consistent to
see that sSLDA obtains lower perplexity than LDA for dif-
ferent number of topics and different amount of training
data in different datasets. The model perplexity is increased
with more topics because more noisy document model is

AP88-90
3620 T T T T T T T T

3610 - -

3600 [~ d N

, - LDA
3590“, ' —&— sLDA i

Perplexity

3580 [ 4

3570 - i,
b -
~

3560 ° ; : : : :
10 20 30 40 50 60 70 8 90 100

Number of Topics

Figure 15 Comparison of perplexities of LDA and sLDA trained with
different number of topics. AP88-90 is used.
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WSJ87-89
2910 ¢~ r T

2900 -
2890 - - LDA
sLDA

2880 |-

Perplexity

2870 -

2860 -

2850 - . ¢ ; ” ; i ¢ : *+

10 20 30 40 50 60 70 80 90 100
Number of Topics

Figure 16 Comparison of perplexities of LDA and sLDA trained with
different number of topics. WSJ87-89 is used.

calculated accordingly. Selecting relevant features and
removing redundant features are helpful to achieve desir-
able document representation. Moreover, the perplexities of
LDA and sLDA of using WSJ87-92 are smaller than those
of using WSJ87-89. This is because that the modeling per-
formance of using larger dataset is better than that of using
smaller dataset.

4.5 Evaluation for Sparsity and Memory Cost

To evaluate the performance of sparse modeling, we com-
pare the sparsity of the topic-dependent word probabilities

B = { Bkv} estimated by LDA and sLDA. Here, the sparsity

WSJ87-92
2870 T T T T

T T T T
2860 [~ -

2850 [ -

2840

2830~ -

2820 - e e 9

Perplexity
\

2810 - -

2800 - e .

2790 I .
—&— sLDA

2780 - .

2770 r r r r r d r r
10 20 30 40 50 60 70 80 90 100

Number of Topics

Figure 17 Comparison of perplexities of LDA and sLDA trained with
different number of topics. WSJ87-92 is used.
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is calculated as a ratio of the number of zero entries out of
the number of total entries in § = {,Bkv} [23]

PIED I (:ékv = 0)
V.-K

where 7(-) denotes an indicator function for counting the
number of zero entries. WSJ87-89 is used. The higher
the sparsity is measured, the more zero entries happen in
topic-dependent word probability matrix or equivalently
the smaller the computation and memory costs are spent.
Figure 18 displays the sparsity of LDA and sLDA under
different number of topics. Attractively, SLDA significantly
increase sparsity by 81.9 % through the proposed Bayesian
i Bkv } using
LDA are due to the unseen words while those using sLDA
are not only caused by the unseen words but also by the
words which are pruned by feature selection procedure.
Compared to LDA, sLDA reduces the model perplexity and
simultaneously improve the model sparsity.

We also examine the model complexity of sSLDA accord-
ing to a metric of memory cost reduction (MCR)

2 I:m]flx Zl‘le I (Bkv £ 0>i| -K
V.-K

where the denominator denotes the total memory allocated

sparsity = (18)

feature selection. The zero entries in 8 =

MCR = (19)

to store all entries of [9 = { Bkv} and the numerator deter-

mines the consumption of memory cost for storing nonzero
entries. The number in quotation of numerator of Eq. 19
is computed by finding the maximum number of nonzero

entries in B = { ,3kU] among different latent topics. Since

we do not only store the values but also the addresses of

09
0.8~
06}

0.5

Sparsity

- LDA
04 < sLDA

0.3}~
0.2
01k
0 i i g : g ) g g +
10 20 30 40 50 60 70 80 90 100
Number of Topics

Figure 18 Comparison of sparsity of topic-dependent word proba-
bility matrices estimated by LDA and sLDA for different number of
topics.
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Figure 19 Memory cost reduction versus number of topics by using
sLDA.

nonzero B, the numerator is calculated by multiplying 2. If
MCR < 1, the memory cost is reduced. Otherwise, memory
cost is increased due to the additional storage of addresses of

nonzero entries. Applying this scheme to store [3 = i’ék”}

for LDA causes the value of MCR larger than 1 and even
near 2. This is because that only few entries in LDA param-
eter ,@ = {,éku} are zero. But, this circumstance is changed
by using sLDA. Figure 19 illustrates the memory cost reduc-
tion based on sSLDA. The reduction is elevated by increasing
number of topics. This phenomenon is obvious. From these
results, we confirm the superiority of SLDA to LDA in terms
of perplexity, sparsity and memory cost.

5 Conclusions

This paper developed a new framework of Bayesian feature
selection for building sparse topic model. The spike-and-
slab distribution was introduced to select informative fea-
tures and accordingly improve the document representation
and simultaneously reduce the memory and computation
costs. The estimated sSLDA parameters and hyperparameters
were illustrated to be sparse in document level as well as in
corpus level. The experiments on text modeling over differ-
ent number of topics and different amount of training data
in different datasets demonstrated that the proposed sLDA
attained lower perplexity, higher sparsity and larger mem-
ory cost reduction compared to standard LDA. The topic
words and redundant words were properly captured by using
sLDA. In the future, exploring the suitable number of topics
or controlling the model structure from training data shall
be investigated for sLDA.
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