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AC C E P T E D FROM OP E N C A L L

INTRODUCTION
The Universal Mobile Telecommunications Sys-
tem (UMTS) is a third-generation mobile net-
work evolved from GSM and General Packet
Radio Service (GPRS) [1, 2]. UMTS enables
high-speed packet switched data (up to 2 Mb/s)
with quality of service (QoS) to access versatile
multimedia services anytime and anywhere. Fig-
ure 1 shows the UMTS (Release 99) architec-
ture [1]. In this figure the dashed lines represent
signaling links, and the solid lines represent data
and signaling links. The core network consists of
two service domains, the circuit-switched (CS)
and packet-switched (PS) service domains. In
the CS service domain, UMTS connects to the
public switched telephone network (PSTN; Fig.
1a) through the mobile switching center (MSC;
Fig. 1b). In the PS service domain, UMTS con-
nects to the external packet data network (PDN;
Fig. 1c) through the serving GPRS support node
(SGSN; Fig. 1d) and gateway GPRS support
node (GGSN; Fig. 1e). The SGSN in the PS
domain plays a similar role as the MSC in the
CS domain. The GGSN provides interworking to
the external PDN, and is connected with SGSNs
via an IP-based GPRS backbone network. The
UMTS Terrestrial Radio Access Network
(UTRAN) consists of Node Bs (the UMTS term
for base stations; Fig. 1f) and radio network con-

trollers (RNCs; Fig. 1g) connected by an asyn-
chronous transfer mode (ATM) network. A
mobile station (MS) or user equipment communi-
cates with one or more Node Bs through radio
interface Uu based on wideband code-division
multiple access (WCDMA) radio technology [3].

General design guidelines for a GPRS core
network have been intensively studied [1, 4, ref-
erences therein]. However, IP connectivity
offered by the GGSN is seldom elaborated on in
depth in the literature. This article focuses on
GGSN functionality. Several interfaces based on
IP are defined for the GGSN. The Gn interface
between the SGSN and GGSN uses the GPRS
Tunneling Protocol (GTP) to transport user data
and control signaling [5]. The GGSN connects to
the PDN through the Gi interface. The Ga inter-
face between the GGSN and charging gateway
(CG; Fig. 1j) uses the GTP protocol to transfer
call detail records (CDRs). The GGSN also pro-
vides an interface to the network management
system (NMS; Fig. 1k) using protocols such as
Simple Network Management Protocol (SNMP).

Before an MS can access any mobile data ser-
vice, the packet data protocol (PDP) context for
the service must be activated, which specifies the
application-layer PDP and routing information
for the communication session. The PDP context
is maintained in the MS, SGSN, and GGSN,
which will be elaborated on later.

This article concentrates on the design of the
GGSN functionalities for IP connection, includ-
ing IP address allocation, IP packet routing, and
transfer. We describe general GGSN functionali-
ties and elaborate on access point name (APN)
and IP address allocation. We show the inter-
working techniques between the GGSN and the
external PDN, and address GGSN QoS issues.
In these sections we describe how the GGSN
functions are implemented based on our experi-
ence as a mobile operator (i.e., Chunghwa Tele-
com.). For readers who are not familiar with
GPRS/UMTS, background information is avail-
able in the literature. For example, general
GPRS/UMTS network architecture was
described in [4]. In [6] the GPRS/UMTS net-
work was introduced from the viewpoint of wire-
less Internet access. The functionality
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partitioning of GPRS applications and a possible
implementation on a CompactPCI-based plat-
form were presented in [7].

GGSN FUNCTIONALITIES

The GGSN plays the role of a gateway, which
controls user data sessions and transfers the data
packets between the UMTS network and the
external PDN. Table 1 shows the four meta
functions defined in UMTS [8]. The functions

implemented in the GGSN are described as fol-
lows:

Network access control (item 1 in Table 1)
enables a user to access UMTS services, which
include the following GGSN functions:

•Admission control (item 1.3 in Table 1):
The GGSN admits the incoming service requests
and assigns the IP address for the MS depending
on requested APN and its available resources (in
terms of bandwidth and QoS). The APN and IP
address are stated in later sections. We also
elaborate on the GGSN QoS mechanism. Addi-
tionally, the GGSN coordinates with the SGSN
and UTRAN to determine the end-to-end
resources allocated for a user.

•Message screening (item 1.4 in Table 1):
This function filters out unauthorized and unso-
licited messages. In Third-Generation Partner-
ship Project (3GPP) TS 23.060, message
screening is defined in the GGSN. In most
GPRS products, however, this function is imple-
mented in a firewall server. Feature interactions
between the message screening function and new
services such as voice over IP (VoIP) and video
streaming may cause unexpected results. The
traffic of these services use specific UDP ports
and thus might be filtered out when enabling the
message screening function at the GGSN. There-
fore, the message screening function must be
carefully configured based on the mobile opera-
tion environments.

•Charging data collection (item 1.6 in Table
1): The GGSN generates CDRs when a prede-
fined event (e.g., PDP context deactivation)
occurs. The CDRs are included in the charging
packets, which are sent to the corresponding
charging gateway (Fig. 1j).

Several UMTS network access control func-
tions are not performed by the GGSN. For
example, the registration function (item 1.1 in

nnnn Figure 1. The UMTS network architecture.
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nnnn Table 1. Functions of UMTS network elements.

Function MS UTRAN SGSN GGSN HLR

1. Network access control

1.1 Registration — — — — v

1.2 Authentication and authorization v — v — v

1.3 Admission control v v v v —

1.4 Message screening — — — v —

1.5 Packet terminal adaptation v — — — —

1.6 Charging data collection — — v v —

2. Packet routing and transfer

2.1 Relay v v v v —

2.2 Routing v v v v —

2.3 Address translation and mapping v v v v —

2.4 Encapsulation v v v v —

2.5 Tunneling — v v v —

2.6 Compression v v — — —

2.7 Ciphering v v — — v

3. Mobility management v — v v v

4. Radio resource management v v — — —
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Table 1) associates a user with his/her subscrip-
tion and routing information stored in the home
location register (HLR; Fig. 1i). The authentica-
tion and authorization functions (item 1.2 in
Table 1) are exercised by the SGSN and MS to
authenticate the user and authorize the request-
ed services. The packet terminal adaptation
function (Item 1.5 in Table 1) is performed by
the MS to adapt a user’s data packets to be
delivered across the UMTS network.

Packet routing and transfer (item 2 in Table
1) determines the route to transfer user data
packets within and between UMTS networks.
Within the UMTS backbone network, packets
are delivered between the GGSN and SGSN by
GTP in the Gn interface. The following func-
tions are defined in the GGSN:

•Relay (item 2.1 in Table 1): The GGSN
relays the data packets between the SGSN (GTP
packets) and the external PDN (IP packets). The
GGSN exercises the tunneling technique to
transfer the data packets between the UMTS
and the external PDN. Details of the tunneling
techniques are described later.

•Routing (item 2.2 in Table 1): The GGSN
utilizes the APN to route packets to the external
PDN. Details of the APN are elaborated on in
the next section.

•Address translation and mapping (item 2.3
in Table 1): The address translation function
converts an address from one address type (e.g.,
GTP tunnel endpoint identifier, TEID, or IP
address) to another. The address mapping func-
tion translates a network address to another net-
work address of the same type. These functions
are performed by the GGSN, SGSN, and
UTRAN.

•Encapsulation (item 2.4 in Table 1): The
GGSN encapsulates the incoming data packets

from an external PDN into GTP packets by
adding the GTP headers (including the SGSN
address, sequence number, etc.) to user data
packets. The GGSN decapsulates GTP packets
by removing the GTP headers to reveal the orig-
inal data packets, and relays them to the exter-
nal PDN.

•Tunneling (item 2.5 in Table 1): Through
GTP, this function transfers the encapsulated
data packets within and between the UMTS net-
works. GTP tunneling is performed by the
GGSN, SGSN, and UTRAN. GTP related issues
are not discussed in this article, but can be found
in [5].

Other packet routing and transfer functions
such as compression (item 2.6 in Table 1) and
ciphering (item 2.7 in Table 1) are only per-
formed by the RNC and MS.

•Mobility management (item 3 in Table 1)
keeps track of the current location of an MS.
The GGSN is involved in this function only
when there are data sessions (PDP contexts)
between the MS and the GGSN. When the MS
moves from one SGSN to another, the GGSN
updates the SGSN address and TEID in the
PDP context (i.e., the GTP link is switched from
the old SGSN to the new SGSN).

•Radio resource management (item 4 in
Table 1) does not involve the GGSN. This func-
tion is concerned with the allocation and mainte-
nance of radio links, performed by the MS and
UTRAN.

In the remainder of this article we focus on
the packet routing and transfer meta function
for the GGSN. Specifically, we describe how an
IP connection is established in the GGSN. Other
meta functions are outside the scope of this arti-
cle, and the reader is referred to 3GPP TS 23.060
[8] for details.

nnnn Figure 2. APN configuration examples.
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APN ALLOCATION
An APN is used in UMTS/GPRS as a reference
point to an external PDN that supports the ser-
vices to be accessed by an MS. The APN infor-
mation is permanently distributed and
maintained in the HLR, GGSN, and domain
name server (DNS). A set of APN labels is
defined in the HLR. Each mobile user can sub-
scribe to one or more APNs from this set. The
labels of these subscribed APNs are then stored
in the MS at subscription time. Among the sub-
scribed APNs, there is one default APN. If a
user attempts to access a service without specify-
ing the APN, the default APN is used. Addition-
ally, the HLR may also define a wild card APN
“*” which allows an MS to access any unsub-
scribed APNs. For each APN, the DNS keeps an
IP address list of the GGSNs associated with this
APN label. Figure 2 illustrates an architecture
for various APN configurations. In this architec-
ture the DNS (Fig. 2, 11) is connected to the
SGSNs (Fig. 2, 12) and GGSNs (Fig. 2, 13).
When an SGSN performs an APN query, the
DNS will convert the APN label to the IP
address of a GGSN in this list. In existing mobile
networks, all SGSNs are fully connected to all
GGSNs. During a GPRS session, when a user
moves from an old SGSN to a new SGSN, the
new SGSN connects with the original GGSN,
and the same IP connectivity is maintained. Note
that the Mobile IP mechanism is applied to pro-
vide IP-level mobility when the user changes
GGSN.

Every GGSN maintains the configurations for
a subset of the APNs defined in the HLR. Each
configuration includes the IP address allocation
method (static or dynamic), IP address type
(IPv4 or IPv6), and destination external PDN
that offers the service through this APN.

Consider the example in Fig. 2, where the
HLR defines four APNs. The default APN is
INTERNET .  The mobile operator uses this
APN to provide Internet services (Fig. 2, 1).
The WAP APN is used to provide WAP access
services (Fig. 2, 2). The GGSN may transfer the
MS’s MS ISDN number (MSISDN, i.e., the
mobile telephone number) to the correspond-
ing WAP content server for accounting purpos-
es. With this GGSN feature, the WAP content
server can provide customized personal services
based on the received MSISDN. The ISP APN
provides Internet services offered by an Inter-
net service provider (ISP) other than the mobile
operator (Fig. 2, 3). This APN typically is not
offered in a UMTS network due to business
considerations. We include this APN in Fig. 2
for demonstration purposes. The COMPANY
APN provides mobile office services (Fig. 2, 4),
which allows a corporate user to access the
intranet services of his/her company through
the UMTS network.

Suppose a user subscribes to the INTERNET
and the WAP APNs in Fig. 2. If the user requests
a service through the COMPANY APN, the
SGSN will reject the request. On the other hand,
if the HLR defines a wild card APN for the
user, the request will be accepted. Clearly, the
use of a wild card APN may cause security prob-
lems. For example, with a wild card an unautho-

rized user can access the intranet of a corpora-
tion through the COMPANY APN, and retrieve
the data or attack the database server of the
company.

IP ADDRESS ALLOCATION

Based on the APN setting specified in 3GPP TS
29.060 [5], there are two access modes for IP
address allocation in the GGSN: transparent and
nontransparent. In transparent access mode, the
mobile operator acts as an ISP, and an MS is
given an IP address from the operator’s IP
address space. The IP address can be allocated
statically at subscription time or dynamically at
activation of the PDP context. In Fig. 2 transpar-
ent access mode is exercised if the requested
APN is INTERNET.

In nontransparent access mode, the mobile
operator only provides a user with the access
channel of an ISP (if the requested APN is ISP
in Fig. 2) or a company (if the requested APN is
COMPANY in Fig. 2). The IP address pool is
owned by the ISP or corporation, and the IP
address for an MS is dynamically allocated.
Therefore, in this access mode the UMTS opera-
tor only serves as the access service provider.

The IP addresses can be allocated by either
the GGSN, or a Dynamic Host Configuration
Protocol (DHCP) or RADIUS server. In trans-
parent access mode the GGSN may allocate the
IP address for a user using its own address pool.
This address pool is maintained by the UMTS
operator. In the current implementation, IPv6
addresses can only be allocated by this alterna-
tive.

In either transparent or nontransparent access
mode, the GGSN may negotiate with a DHCP
server to allocate an IP address from the address
pool maintained by this DHCP server. Alterna-
tively, the IP address of an MS may be assigned
by a RADIUS server, where the IP address pool
is maintained by this RADIUS server.

We use the example in Fig. 2 to illustrate the
setup of four APN configurations. Consider a
mobile network with 1,000,000 subscribers.
Based on our experience, 20 percent of users are
expected to simultaneously access mobile data
services. The average number of PDP contexts
activated by each active user is typically dimen-
sioned to two. Each PDP context is assigned an
IP address. One PDP context is used for WAP
service, where the MS keeps the allocated IP
address to browse the WAP service. Another
PDP context is used for wireless Internet service,
where the notebook/PDA connecting to the MS
keeps another allocated IP address to access the
services provided by the APNs INTERNET, ISP,
and COMPANY. Thus, the dimensioned network
capacity is 200,000 simultaneous active users and
400,000 PDP contexts activated by these users.
Note that a typical GGSN is designed to support
300,000 simultaneous users. In a mobile network
with 1,000,000 users, 200,000 active users are
expected. Therefore, two GGSNs are expected
to be deployed in the network ( one for opera-
tion and one for standby; or both operate in the
manner of load sharing). The configurations of
these APNs are listed in Table 2. In our exam-
ple, the IP addresses for the INTERNET APN

In either the 
transparent or the
non-transparent
access modes, the
GGSN may negotiate
with a DHCP server
to allocate an IP
address from the
address pool 
maintained by this
DHCP server. 
Alternatively, the IP
address of an MS
may be assigned by
a RADIUS server.
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are dynamically allocated from the GGSN’s IP
address pool. When an MS requests an IP
address through the GGSN, no authentication is
required. In this scenario, the MS has already
been authenticated by the standard UMTS
authentication procedure in mobility manage-
ment [4, 9]. Table 2 assumes that the address
type is IPv6. The IP addresses range from
2002:1234:5678:1111:2222:3333:4444:0001 to
2002:1234:5678:1111:2222:3333:4444:fffe, and the
maximum number of the supported PDP con-
texts is 200,000. Note that the maximum num-
bers of PDP contexts and simultaneous active
users are limited by the capacity of the GGSN,
which is planned based on user requirements.
The size of the IP address pool is determined by
the number of simultaneous active users, which
is assumed to be 20 percent of total subscribed
users in our example.

For the WAP APN, the IP addresses are
dynamically allocated from a DHCP’s IP address
pool (Fig. 2, 5). Similar to the INTERNET APN,
authentication for the MS is performed in
UMTS mobility management, and no extra
authentication procedure is required when the
MS requests the IP address. Due to the shortage
of IPv4 address space, each MS is allocated a
private IP address. The Network Address Trans-
lator (NAT) server (Fig. 2, 6) performs address
translation between the private and public IP
address realms. In most GGSN products, the
NAT function is implemented in the firewall
server (Fig. 2, 7). The IP addresses range from
10.144.1.1 to 10.144.15.254, and the maximum
number of PDP contexts is 20,000.

For the ISP APN, the IP address of a user is
allocated from a DHCP server’s IP address pool
(Fig. 2, 8). Before the allocation, the user is
authenticated by a separate RADIUS server
(Fig. 2, 9). Both the RADIUS and DHCP servers
are owned by the ISP. The MS is allocated a
public IP address. The connection between the
UMTS network and the external ISP PDN can
be established by using either dedicated leased
lines or a virtual private network (VPN). VPN
interworking is implemented by the tunneling
technologies described in the next section. In
our example the IP addresses range from
168.100.1.1 to 168.100.15.254, and the maximum
number of PDP contexts is 10,000.

For the COMPANY APN, the user is authen-
ticated by a RADIUS server (Fig. 2, 10), and is
allocated an IP address from the RADIUS IP
address pool. The RADIUS server is maintained
by the corporation. In the existing implementa-
tions, an IP address in the company intranet is
allocated from a private IP address pool. Since
the IP addresses range from 10.100.1.0 to
10.100.1.254 in Table 2, the maximum number of
PDP contexts is 1024.

PDP CONTEXT ACTIVATION

For a subscribed service, the corresponding
APNs are recorded in a list in the MS at sub-
scription time. When the MS attempts to access
this service, it initiates the PDP context activa-
tion procedure defined in 3GPP TS23.060 [8].
During this procedure, the MS specifies a
requested APN from the APN list. Then the
SGSN uses this requested APN to select a
GGSN. If the user does not specify any request-
ed APN in the activation procedure, the default
APN is chosen by the SGSN. Figure 3 shows the
message flow of the PDP context activation pro-
cedure. Note that the MS must attach to the
UMTS network before it can activate a PDP
context [4]. In the attach procedure, the corre-
sponding SGSN obtains the subscriber data of
the MS from the HLR, which will be used in
Step 3 of the PDP context activation procedure
described below.

Step 1. The MS specifies the APN in the
Activate PDP Context Request message
and sends it to the SGSN.

Step 2. The SGSN negotiates with the
UTRAN to allocate the radio bearer bandwidth
for the data session.

Step 3. The SGSN checks if the requested
APN (obtained from the Activate PDP Con-
text Request message sent by the MS) is
specified in the APN list of the subscription data
for the MS. If not, the default APN is used.
Then the SGSN creates the PDP context for the
user, and sends the requested APN to the DNS
server. The DNS server uses this APN to derive
the GGSN’s IP address.

Step 4. Based on the GGSN’s IP address
obtained from the DNS, the SGSN sends the
Create PDP Context Request message to

nnnn Table 2. Four APN configuration examples.

APN label INTERNET WAP ISP COMPANY

GGSN access mode Transparent Transparent Nontransparent Nontransparent

IP address allocator GGSN DHCP server DHCP server RADIUS server

IP address type IPv6 IPv4 IPv4 IPv4

DHCP server’s IP address — 192.168.30.1 140.113.214.1 —

RADIUS server’s IP address — — 140.113.214.2 192.168.70.1

Starting MS IP address 2002:1234:5678: 10.144.1.1 168.100.1.1 10.100.1.1
in the IP address pool 1111:2222:3333:

:0001

Maximum number of 160,000 200,000 36,000 4000
active PDP contexts

The Network Address
Translator server will

perform address
translation between

private IP address
realm and public IP

address realm. In
most GGSN products,

the NAT function is
implemented in the

firewall server.
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the GGSN to establish a GTP tunnel between
the SGSN and the GGSN, which will be used as
the packet routing path between the GGSN and
the MS.

Step 5. The GGSN creates a PDP context for
the MS. This PDP context records the requested
APN, PDP type, MSISDN, IP address, and so on
[8]. The GGSN allocates an IP address for the
MS using either transparent or nontransparent
access mode, and determines the tunneling
mechanism to the destination external PDN
(described later).

Step 6. Finally, the SGSN informs the MS
that session setup is completed.

The above procedure assumes IPv4 IP
address allocation. For IPv6, IP address alloca-
tion is different. Support of public IP addresses
is a major difference between UMTS address
allocation in IPv4 and IPv6. For IPv4, the MS is
typically allocated a private address because of
limited IPv4 address space. For IPv6, the MS is
always allocated a public address.

At step 5 of the PDP context activation pro-
cedure, the GGSN allocates a complete IP
address for IPv4. For IPv6, there are two alter-
natives for dynamic address allocation [8, 10] :
stateless address allocation and stateful address
allocation. Like IPv4, a stateful IPv6 address is
allocated by the DHCP server at step 5. On the
other hand, in stateless address autoconfiguration,
the GGSN allocates a part of the IPv6 address
called a link-local address for the MS by using
its own IPv6 address pool at step 5. Then the
MS generates the public IP address by combin-
ing the link-local address and a network-prefix

address. The details are given as follows. As
shown in Fig. 4, the MS first obtains the link-
local address in the PDP context activation pro-
cedure (step 1 in Fig. 4, which is steps 1–6 in
Fig. 3). Then the MS activates the IPv6 address
autoconfiguration by sending the Router
Solicitation message to the GGSN (step 2 in
Fig. 4). The GGSN replies with the Router
Advertisement message (step 3 in Fig. 4),
which includes the network-prefix address. After
the MS has received the Router Advertise-
ment message, it obtains the IPv6 address by
concatenating the link-local address and the net-
work-prefix address. Then the GGSN updates
the IPv6 address of the PDP contexts in the
SGSN and MS (step 4 in Fig. 4). To avoid con-
flicts in link-local address assignment, the GGSN
shall exercise neighbor discovery with other
GGSNs. Note that in traditional IPv6 stateless
address allocation, neighbor discovery is con-
ducted by the mobile host. In UMTS, neighbor
discovery is exercised by the GGSNs. Also note
that the existing UMTS core network was devel-
oped based on the IPv4 transport network.
Therefore, IPv6 packets are carried on top of
the IPv4-based GTP tunnel and are invisible to
the UMTS core network.

TUNNELING BETWEEN UMTS AND AN
EXTERNAL PDN

The GGSN interworks with the external data
network through the Gi interface. The inter-
working mechanisms may be different for vari-
ous APN configurations. Consider the example
in Fig. 2 . For the INTERNET and WAP APNs,
the GGSN connects to the external PDN directly
through Ethernet or leased lines. For the ISP
APN, the external PDN can be connected to the
GGSN through either leased lines or a VPN. If
the ISP connects to the GGSN through a VPN,
tunneling is required. For the COMPANY APN,
tunneling is always required for interworking
between the GGSN and the corporate intranet.
For each corporation, two tunnels are manually
provisioned between the GGSNs and the VPN
gateway in our example. Three tunneling meth-
ods that commonly used in existing PDNs have
been proposed for UMTS.

IP-in-IP tunneling. Figure 5 shows the proto-
col stack of IP-in-IP tunneling [11]. In this
method, a user IP packet (Fig. 5, 2) is encapsu-
lated within a tunnel IP packet (Fig. 5, 1). The
source and destination IP addresses in the tun-
nel IP packet are used to identify the endpoints
of the tunnel (i.e., the GGSN and VPN gateway
in the external PDN). The time-to-live and type-
of-service parameters of the tunnel IP packet are
the same as those of the encapsulated user IP
packet. IP-in-IP tunneling incurs the smallest
overhead compared to the other two tunneling
methods, described next.

Generic routing encapsulation (GRE) tunnel-
ing. GRE supports multiprotocol tunneling
where GRE packets can carry user packets of
various protocols such as IP and Point-to-Point
Protocol (PPP) [12]. GRE tunneling that uses
PPP to carry user packets is also called Point-to-
Point Tunneling Protocol (PPTP) [13]. PPTP

n Figure 3. PDP context activation procedure.
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n Figure 4. IPv6 stateless address autoconfiguration procedure.
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uses an enhanced GRE mechanism to provide a
flow and congestion-controlled encapsulated
datagram service for carrying PPP packets. Fig-
ure 6 shows an example where a user PPP pack-
et (Fig. 6, 3) is encapsulated within a GRE
packet. The GRE packet (Fig. 6, 2) is trans-
ferred over the IP (Fig. 6, 1). Compared to IP-
in-IP tunneling, GRE tunneling requires an
extra IP layer, and therefore more overhead is
expected.

Layer 2 Tunneling Protocol (L2TP) tunnel-
ing. L2TP (Fig. 7, 3) supports PPP sessions (Fig.
7, 4) over UDP or other lower-layer protocols
such as frame relay (FR) and ATM [14]. The
user IP packets (Fig. 7, 5) are transferred over
the PPP session. For the example in Fig. 7, an
L2TP packet is encapsulated within a UDP pack-
et (Fig. 7, 2). The PPP session is established on
a per-session basis when the user PDP context is
created. The user data packets are encapsulated
within PPP packets.

Each of the above three methods can be used
together with IPsec to provide end-to-end pro-
tection for packet delivery. IPsec protection is
established between the firewall server and the
VPN gateway, where the firewall function can be
implemented within the GGSN or a separate
firewall server collocated with the GGSN. Table
3 summarizes the characteristics of the three
tunneling methods. Note that if an MS supports
both PPP and IP, all three tunneling methods
can be used to provide data sessions to this MS.
IP-in-IP tunneling has better network efficiency
because of short protocol overhead. However, if
the user applications can only be carried over
PPP, GRE tunneling must be used. Further-
more, if the lower-layer transport network is FR
or ATM, L2TP tunneling must be selected.

QUALITY OF SERVICE

UMTS defines four QoS classes for user data
traffic: conversational, streaming, interactive, and
background [4, 8]. The conversational and
streaming classes support real-time traffic for
services such as voice and streaming video. The
interactive and background classes support non-
real-time traffic for services such as Web brows-
ing and email. Each class defines parameters
including maximum bit rate, guaranteed bit rate,
bit error ratio, and transfer delay.

Table 4 shows major QoS parameters for
VoIP and Internet access services. In this table,
VoIP is a conversational-class service with the
maximum bit rate of 16 kb/s. Internet access is
an interactive-class service with the maximum bit
rate of 128 kb/s. The transfer delay (100 ms) for
VoIP is significantly lower and more stringent
than that of (unguaranteed) Internet access. On
the other hand, the Internet access traffic
requires lower bit error rate than that of VoIP.

Table 5 shows five scenarios for the end-to-
end IP QoS conceptual model specified in 3GPP
TS 23.207 [15]. The end-to-end QoS for PS ser-
vice is negotiated among the MS, GGSN, and
remote host located in the external PDN. 3GPP
TS 23.207 assumes that the external PDN sup-
ports the differentiated services (DiffServ) QoS
mechanism, and the GGSN is required to per-
form the DiffServ edge function in all scenarios.

Within the UMTS network (MS-UTRAN-
SGSN-GGSN), the IP QoS is translated and
maintained by the UMTS QoS mechanism where
the QoS parameters are set in the PDP contexts.
In scenario 1, the GGSN performs the DiffServ
edge function to support the IP QoS mechanism
(between the GGSN and the remote host). Sce-
nario 2 is similar to scenario 1 except that the
MS also supports the DiffServ edge function to
control the IP QoS over the external PDN. In
this scenario, the GGSN DiffServ edge function
may overwrite the IP QoS setup received from
the MS. In scenarios 3 and 4, the end-to-end
QoS is controlled by Resource Reservation Pro-
tocol (RSVP) signaling performed in the MS
and remote host. In scenario 5, the MS and
GGSN support the service-based local policy
(SBLP) QoS mechanism to support 3GPP R5 IP
multimedia service [16, 17]. In the above scenar-
ios, either DiffServ marking or RSVP signaling
is carried through the PDP context transparently
over the UMTS network, and the GGSN per-
forms interworking between the UMTS QoS and
the IP QoS of the external PDN.

For illustration purposes, Fig. 8 shows a pos-
sible GGSN QoS architecture design for scenar-
ios 1, 2, and 3, where the GGSN exercises the
UMTS PDP context and DiffServ edge function.
In this figure the dashed lines represent signal-

nnnn Figure 5. IP-in-IP tunneling.
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ing links, and the solid lines data links. The QoS
management in the GGSN includes the follow-
ing functions.

The resource manager (Fig. 8, 1) is responsi-
ble for bearer management and resource monitor-
ing. The bearer management function
interrogates the Admission Controller to
determine whether the GGSN supports the spe-
cific requested service, and checks if the
resources are available. It allocates the resources

requested for each individual bearer service. The
negotiated resources are then specified in the
PDP context. The available resources are tracked
by the resource monitor function.

The admission controller (Fig. 8, 2) deter-
mines if a new or modified request of a PDP
context can be accepted based on the available
resource information provided by the Resource
Manager.

The packet classifier: (Fig. 8, 3) maps each
incoming user packet to the corresponding PDP
context. The Packet Classifier may enable
multiple PDP contexts to share one IP address
using the traffic flow template (TFT) technique,
which employs IP header fields and higher-level
headers (UDP/TCP) to differentiate PDP con-
texts. For example, the user may activate a PDP
context with interactive class for Web browsing,
and then activate the secondary PDP context
with conversational class for VoIP. These two
PDP contexts share one IP address, but are
managed with different QoS classes. With TFT,
UMTS can efficiently manage IP address alloca-
tion. The 2.5-generation GPRS can also simulta-
neously support multiple PDP contexts for a
mobile user, but each PDP context shall be
assigned an individual IP address. Therefore,
without TFT, the IP address space will be an
issue when the number of mobile users becomes
large.

The traffic conditioner (Fig. 8, 4) provides
conformance to the negotiated QoS for the data
traffic of a service. The incoming data packets
from the external PDN may result in bursts that
do not conform to the negotiated QoS. If the
incoming user data traffic exceeds the maximum
bit rate specified in the corresponding PDP con-
text, these data packets will be queued in the
buffer and transferred later. The queued packets
may be dropped due to network congestion.

The packet mapper (Fig. 8, 5) marks each
incoming data packet with a specific QoS indica-
tion related to the bearer service, and translates
the QoS parameters of the outgoing data packet
into those of the external PDN. For example, if
the external PDN supports the DiffServ control
point (DSCP) mechanism [18–20], the conversa-
tional class packets are marked with the expedit-
ed fforward (EF) codepoint, which specifies the
priority for delivery over the external PDN. The
mapping between UMTS QoS classes and DSCP
codepoints is given in Table 6.

The packet scheduler (Fig. 8, 6) delivers
incoming data packets based on the priority
specified for QoS classes. The Packet Sched-

nnnn Table 3. Characteristics of the tunneling methods.

Tunneling Overhead Multiprotocol Transport network MS protocol
method support protocol support support

IP-in-IP Low No IP IP

GRE (PPTP) Medium Yes IP PPP

L2TP High Yes IP/UDP, FR, ATM IP

nnnn Figure 7. L2TP tunneling.
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nnnn Table 4. Major QoS parameters for VoIP and Internet access services.

QoS parameter VoIP Internet access
(conversational class) (Interactive class)

Maximum bit rate 16 kb/s 128 kb/s

Guaranteed bit rate 12.2 kb/s 100 kb/s

Bit error ratio 10–4 10–6

Transfer delay 100 ms Unguaranteed

nnnn Table 5. Five conceptual end-to-end IP QoS models.

Network elements Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5

MS — DS DS and RSVP RSVP SBLP

GGSN DS DS DS DS and RSVP DS and SBLP

External PDN DS DS DS DS and RSVP DS

Remote host DS DS DS and RSVP DS and RSVP DS and SBLP

DS: DiffServ
RSVP: Resource Reservation Protocol
SBLP: Service-based local policy
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uler also checks the available resources with
the Resource Manager . If the available
resources cannot support delivery of all packets,
the Packet Scheduler queues the packets,
and first transfers the-high priority packets when
resources are available.

The GTP/IP packet converter (Fig. 8, 7)
encapsulates incoming IP packets into GTP
packets, and decapsulates outgoing GTP packets
into IP packets.

Note that the Resource Manager and
Admission Controller are involved in PDP
context activation. The Packet Classifier,
Traffic Conditioner, Packet Mapper, and
Packet Scheduler are involved in packet
delivery. Consider the QoS processing for an
incoming IP packet from an external data net-
work to the SGSN, which is illustrated in the
nine steps of Fig. 8 . Assume that the external
data network supports the DSCP QoS mecha-
nism, and the user activates two PDP contexts.
The primary PDP context (PDP-1) is used for
VoIP service (conversational class). The sec-
ondary PDP context (PDP-2) is used for Internet
access service (interactive class). Both PDP con-
texts share one IP address of the MS. Suppose
that the IP address is 140.150.220.110. PDP-1
utilizes the UDP port 8010 and PDP-2 utilizes
the TCP port 80.

Step 1. The incoming IP packet from the
external data network is categorized to the corre-
sponding PDP context by the Packet Classi-
fier. The Packet Classifier first checks if
the destination IP address of the incoming IP
packet can be found in any PDP contexts created
in the GGSN database. If not, the IP packet is
filtered out. In our example, since the IP address
is mapped to multiple PDP contexts (PDP-1 and
PDP-2), the Packet Classifier exercises the

TFT to determine the corresponding PDP con-
text. That is, if the IP address of a data packet is
140.150.220.110 and the UDP port number is
8010, the data packet is classified as traffic for
PDP-1. If the TCP port number is 80, this data
packet will be classified as traffic for PDP-2.

Step 2. Based on the maximum bandwidth
parameter set in the PDP context, the Traffic
Conditioner examines to see if the traffic vol-
ume of the incoming data packets with specific
PDP context exceeds the allocated bandwidth. For
example, the maximum allocated bandwidth is 128
kb/s for PDP-2 (Internet access; Table 4). There-
fore, the exceeded packets are queued when the
traffic volume of PDP-2 exceeds 128 kb/s.

Steps 3 and 4. For each data packet, the
Packet Mapper specifies the corresponding
UMTS QoS parameters such as bit error ratio
and transfer delay. Based on the specified QoS,
the Packet Scheduler checks the available
resources and determines the delivery priority of
the IP packet. In our example, the data traffic of
PDP-1 has higher delivery priority than PDP-2.

Steps 5 and 6. The GTP/IP Packet Con-
verter encapsulates the IP packet into a GTP
packet. Then the GTP packet is transferred to
the SGSN through the Gn interface.

nnnn Table 6. Mapping between UMTS QoS classes and DSCP codepoints.

QoS class DSCP codepoint Delivery priority

Conversational Expedited forwarding 1 (high)

Streaming Assured forwarding, class 1 2

Interactive Assured forwarding, class 2 3

Background Best effort 4 (low)

nnnn Figure 8. GGSN QoS architecture.
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The QoS processing for an outgoing GTP
packet from the SGSN to the external data net-
work is described as follows.

Step 7. The GTP/IP Packet Converter
decapsulates a GTP packet into an IP packet by
removing the GTP header.

Step 8. The Packet Mapper marks the IP
packet with the corresponding codepoint of the
external data network. For data traffic of the
VoIP service (PDP-1), the IP packet is labeled
with the EF codepoint. For data traffic of the
Internet access service (PDP-2), the IP packet is
labeled with the BF codepoint.

Step 9. Finally, the IP packet is transferred to
the external data network through the Gi interface.
The external data network transports the IP packet
depending on its QoS specified in the GGSN.

CONCLUDING REMARKS

This article describes the GGSN functions for IP
connection including APN and IP address allo-
cation, tunneling technologies, and QoS manage-
ment. In GPRS/UMTS, the GGSN serves as a
gateway node to support IP connection with
external PDNs. Based on our experience as a
mobile operator, we describe how the IP address
can be dynamically allocated by the GGSN, a
DHCP server, or a RADIUS server, and how
the GGSN can interwork with the external PDN
through either leased lines or a VPN. For VPN
interworking, tunneling is required to connect
the GGSN with external PDNs. We show the
tunneling alternatives including IP-in-IP tunnel-
ing, GRE tunneling, and L2TP tunneling. Final-
ly, we elaborate on QoS processing of a user
data packet at the GGSN.

For further reading, readers are encouraged
to understand UMTS radio technology (i.e.,
WCDMA) [3]. For UMTS core network archi-
tecture, the reader is referred to [2]. The UMTS
protocol stacks are introduced in [8]. Details of
UMTS mobility management can be found in
[1]. The complete 3GPP specifications can be
found at http://www.3gpp.org.
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