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Abstract—We investigate the problem of cooperative self-navigation (CSN) for multiple mobile sensors in the mixed line-of-sight

(LOS) and nonline-of-sight (NLOS) environment based on measuring time-of-arrival (TOA) from the cooperative sensing. We first

derive an optimized recursive Bayesian solution by adopting a multiple model sampling-based importance resampling particle filter for

the development of CSN. It can accommodate nonlinear signal model and non-Gaussian position movement under different levels of

channel knowledge. We also utilize a Rao-Blackwellization particle filter to split the original problem by tracking the channel condition

with a grid-based filter and estimating the position with a particle filter. The CSN with position and channel tracking exhibits advantage

over the noncooperative methods by utilizing additional cooperative measurements. It also shows improvement over the methods

without channel tracking. Simulation results validate that both schemes can take the advantage of cooperative sensing and channel

condition tracking in mixed LOS/NLOS environments, which motivates future research of cooperative gain for navigation and

localization in a more general environment.

Index Terms—Self-navigation, cooperative localization, time-of-arrival (TOA), nonline-of-sight (NLOS), particle filter

Ç

1 INTRODUCTION

WIRELESS positioning technologies for estimating the
position of mobile devices have attracted a lot of

attention over the past decade. Self-navigation and target
tracking are the two main applications. In an environment
where GPS coverage is either weak or blocked, wireless
navigation and localization for mobile users have various
practical applications. In particular, there are increasing
demands for commercial applications to utilize device
location information within system designs, such as self-
navigation, target tracking, location-based billing, electronic
healthcare, wireless sensor networks (WSNs) [1], [2], and
intelligent robotic or transportation control management.
With rising interests in location-and-situation-aware ser-
vices, localization algorithms with enhanced precision
become critical for various applications under potentially
challenging circumstances.

For self-navigation, a mobile unit needs to determine its
own coordinate position based on its reception of signals
from multiple radio stations of known positions. These radio
stations are known as anchors. In fact, the self-navigation
problem is equivalent to the source localization problem
whose goal is to estimate source location based on signals
received by multiple sensors [3]. A number of wireless
positioning methods have been widely studied with various

signal measurements. Representative signal models for
wireless positioning includes distance measurements [4],
time-of-arrival (TOA) [5], time difference-of-arrival (TDOA)
[6], angle-of-arrival (AOA) [7], and the received signal
strength (RSS) [8]. Because the AOA and RSS measurements
can be highly inaccurate under complex indoor environ-
ment in practice, we focus on the TOA measurement for
self-navigation in this work. For mobile self-navigation, the
mobile sensor (MS) unit moves dynamically. The TOA
measurement is made sequentially and the mobile state is
estimated or updated to facilitate location estimate for next
instant. We note that the measurement-error (noise) model
of the TOA depends on whether the path between a radio
anchor and the mobile receiver is a direct line-of-sight (LOS)
path or nonline-of-sight (NLOS) path. The NLOS refers to a
transmission path obstructed by structures which cause
substantial bias to the signal travel time/distance. The
NLOS situations [9], [10], [11], which occurs mostly under
urban or indoor environment, can substantially affect the
precision in most location estimation schemes.

Traditional schemes locate the position of a mobile
sensor based on its received radio signals from the anchors
only. Instead, we study the problem of cooperative
navigation, in which multiple sensors can exchange their
received signals or their estimated positions to jointly
improve the accuracy of their individual positions. Despite
the lack of accurate position information at all the sensors,
cooperative navigation and positioning have been shown to
improve the estimation results from the perspective of
Fisher information matrix or Cramer-Rao bound [12].

Fig. 1 illustrates the concepts of cooperative self-
navigation (CSN) and cooperative tracking. In CSN, each
MS listens to the signal broadcast by the anchors and
estimates its own position from the downlink TOA
measurement. Each MS exchanges certain belief informa-
tion with other MSs for CSN. In particular, each MS can

350 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. 2, FEBRUARY 2014

. P.-H. Tseng is with the Department of Electronic Engineering, National
Taipei University of Technology, 1, Sec. 3, Chung-Hsiao East Road, Taipei,
Taiwan 10608. E-mail: phtseng@ntut.edu.tw.

. Z. Ding is with the Department of Electrical and Computer Engineering,
University of California, Davis, 2064 Kemper Hall, 1 Shields Avenue,
Davis, CA 95616. Email: zding@ece.ucdavis.edu.

. K.-T. Feng is with the Department of Electrical and Computer
Engineering, National Chiao Tung University, 1001 Ta Hsueh Rd.,
Hsinchu, Taiwan 300. E-mail: ktfeng@mail.nctu.edu.tw.

Manuscript received 23 July 2011; revised 17 Apr. 2012; accepted 30 Nov.
2012; published online 4 Jan. 2013.
For information on obtaining reprints of this article, please send e-mail to:
tmc@computer.org, and reference IEEECS Log Number TMC-2011-07-0414.
Digital Object Identifier no. 10.1109/TMC.2013.6.

1536-1233/14/$31.00 � 2014 IEEE Published by the IEEE CS, CASS, ComSoc, IES, & SPS



re-estimate its own position after receiving signals from
the anchors and beliefs from other MSs. In cooperative
tracking, the architecture becomes complex, since the data
center needs to collect all measurements to generate a
position estimate. Not only the belief information, but also
the cooperative measurements should be transmitted to
the data center. In general, cooperative self-navigation
keeps low transmission overhead by only sending the
belief of its position.

In fact, a known work on cooperative localization using
sum-product algorithm is the so-called SPAWN of [13] which
adopted nonparametric belief propagation [14] for informa-
tion exchange among mobile sensors of unknown posi-
tions.Wymeersch et al. [13] demonstrated superior
performance of SPAWN with a recursive Bayesian estima-
tion over both the noncooperative scheme and the coopera-
tive least-squares scheme. However, the assumption that
either the channels are known to be LOS or NLOS limits the
practical applicability of SPAWN. Specifically, in a dynamic
system, channels would switch between LOS or NLOS over
time because of MS movement and the other moving
objects. Hence, we do not know a priori whether a given
channel is LOS or NLOS at a particular time.

To model the channel evolution in time and space, a
Markov model has been proposed in [15]. Several papers
deal this problem by introducing an interacting multiple
model (IMM) [16], [17], [18]. The IMM method estimates
all possible modes in parallel and mixes the estimation
result according to mode probability. Liao and Chen [16],
and Chen et al. [17] utilized the IMM method on the
signal models, where each distance measurement consists
two modes including LOS and NLOS. One IMM and two
Kalman filters are utilized to smooth each TOA [16]
measurement, thereby leading to better position estimate.
Chen et al. [17] further proposed an extended Kalman-
filter-based IMM to smooth the RSS that combines with
the TOA via data fusion. Instead of applying an IMM on
each measurement, Fritsche et al. [18] used one IMM on
the position estimate. Assuming that there are total N
anchors, there are 2N modes which capture all the

combinations of LOS/NLOS conditions, for example, N ¼
3 with eight modes containing fLOS;LOS;LOSg; fLOS;
LOS;NLOSg; . . . ; fNLOS;NLOS;NLOSg. The position is
estimated according to LOS/NLOS combinations in
different modes. The integration of position estimates for
different modes enhances the performance at the expense
of computational complexity. On the other hand, Morelli
et al. [19] and Nicoli et al. [20] considered a joint channel
condition and position tracking problem based on the
hidden Markov model. The grid based [19] and particle
filter [20] methods are employed for the problem. Chen
et al. [21] considered a Rao-Blackwell particle-filter
method by estimating the channel condition with particle
filter, and then applying extended Kalman filter for the
position estimation. As is clear from the literature survey,
there are a number of researches on the location
estimation in mixed LOS/NLOS environment. Still, no
study based on cooperative sensing has been investigated.

Most existing research works on cooperative localization
focus on discussing whether the uncertainty of MS position
limits the cooperative performance. However, it is well-
known that the NLOS noise can degrade the localization
performance significantly in all location estimation
schemes. Cooperative localization can become ineffective
under the existence of NLOS bias on the distance measure-
ments. Our work is the first to investigate how cooperative
measurement sensing can improve self-navigation in a
mixed LOS/NLOS channel condition.

The major contribution of this paper is the derivation of
optimized recursive Bayesian solutions for CSN from two
perspectives. In particular, we present CSN with joint
position and channel tracking (named joint CSN), and CSN
with separate position and channel tracking (named separate
CSN). Since, the channel condition is nondeterministic, and
is obviously non-Gaussian, we adopt the use of multiple
model sampling importance resampling (SIR) particle filter
[22], [23] to approximate the associated nonlinear and non-
Gaussian recursive Bayesian problem, and to develop a joint
CSN method for joint position and channel tracking. On the
other hand, the Rao-Blackwellization particle filter [24], [25]
has been developed to partition the states into two sets: the
position states and the channel condition states. Thus, the
position states, which are of key interest, can be tracked by a
SIR particle filter with lower number of state estimation by
marginalizing the channel condition. The channel condition
states can be analytically updated by grid-based filter.
Though joint estimation keeps all the information for
calculation, sampling in high-dimensional spaces becomes
computationally cumbersome for particle filter. Given
limited number of particles, the Rao-Blackwellization parti-
cle filter can achieve better performance with reduced
number of state estimation. Our results demonstrate good
performance for both schemes under cooperative localiza-
tion scenario. Moreover, the separate CSN outperforms the
joint CSN especially under the scenario when channel
conditions frequently switch between LOS and NLOS states.

This paper consists of five sections. In Section 2, we
describe our problem formulation by presenting our
measurement model and a model of channel state transition
in self-navigation. In Section 3, we propose the joint CSN
and the separate CSN for the estimation of channel condition

TSENG ET AL.: COOPERATIVE SELF-NAVIGATION IN A MIXED LOS AND NLOS ENVIRONMENT 351

Fig. 1. Transmission and measurement procedure of (a) cooperative
self-navigation (CSN), and (b) cooperative tracking.



and MS’s position. Section 4 presents numerical simulation
results that are followed by the conclusion in Section 5.

2 PROBLEM FORMULATION

2.1 Problem Description

Consider a synchronous network of N transmitting anchors
fixed at the known positions. Their positions are denoted
by a set of m-dimensional vectors a ¼ ½a1 a2 . . . aN �T ,
respectively. Although m ¼ 2 and m ¼ 3 are both possible,
without loss of generality, we consider m ¼ 2 in this
manuscript. Our goal is to estimate the unknown
positions of M MSs at time instant t, which are denoted
by a set of m-dimensional vectors xðtÞ ¼ ½xðtÞ1 x

ðtÞ
2 . . . x

ðtÞ
M �

T . In
other words, based on the known positions of the
transmitting anchors, the mobile units wish to estimate
their positions at different time instants. There are typical
movement of sensors between the sampling time instants t
and tþ 1.

When the ith anchor broadcasts its signal, the jth MS
receives a measurement y

ðtÞ
i;j . Meanwhile, the MS cooperates

with each other by transmitting its belief position to others.
Hence, the jth MS also receives cooperative measurement
z
ðtÞ
‘;j from the ‘th MS to the jth MS. We assume that y

ðtÞ
i;j and z

ðtÞ
‘;j

are orthogonally multiplexed possibly in frequency or in
code such that the two types of signals do not interfere with
each other’s reception by the jth MS.

By collecting measurements from time index 1 to t from

the anchors to the jth MS (i.e., y
ð1:tÞ
j ¼ ½yð1:tÞ

1;j . . . y
ð1:tÞ
N;j �

T ) and the

cooperative measurements from the other mobiles to the jth

MS (i.e., z
ð1:tÞ
j ¼ ½zð1:tÞ

1;j . . . z
ð1:tÞ
j�1;jz

ð1:tÞ
jþ1;j . . . z

ð1:tÞ
M;j �

T ), the goal is for

the jth MS to generate an estimate x
ðtÞ
j of its position.

Considering that the channel conditions are unknown to the

jth MS, we can estimate the position and channel conditions

with the following two problems. First, we estimate the

position by solving the position and channel condition

jointly, which corresponds to the following problem.

Problem 1 (Joint Position and Channel Condition Estima-

tion Problem). By collecting measurements y
ð1:tÞ
j from the

anchors and cooperative measurements z
ð1:tÞ
j from the other

mobiles, the goal is for the jth MS to estimate its position x
ðtÞ
j

and channel condition jointly for the self-navigation.

On the other hand, we can decouple this problem into
two subproblems—the channel condition estimation and
the position estimation problems.

Problem 2 (Separate Position and Channel Condition

Estimation Problem). By collecting measurements y
ð1:tÞ
j

from the anchors and cooperative measurements z
ð1:tÞ
j from the

other mobiles, we estimate the channel condition based on the
information of the position. Given the estimation of channel
condition along with the collected measurements, the goal is
for the jth MS to estimate its position x

ðtÞ
j .

2.2 Measurement Model

As explained earlier, we focus on the TOA measurement
model. For notational simplicity, the TOA measurement
from the anchor to the MS is multiplied by the speed of light
c. Thus, the effective TOA measurement is

y
ðtÞ
i;j ¼

��ai � x
ðtÞ
j

��þ �ðtÞi;j�sðtÞi;j�; ð1Þ

where k � k denotes the euclidean distance and �
ðtÞ
i;j is the

measurement noise at time t. Similarly, the TOA measure-
ment between mobile stations are

z
ðtÞ
‘;j ¼

��xðtÞ‘ � x
ðtÞ
j

��þ  ðtÞ‘;j�lðtÞ‘;j�; ð2Þ

where  
ðtÞ
‘;j represents the additive measurement error/

noise.
The difference between LOS and NLOS models lies in

the noise distributions. In the paper, both LOS and NLOS
situations are considered. Thus, the noise distribution of
each link can be either LOS or NLOS distribution. The
channel condition is hidden in the measurement. Though
we are primarily interested in estimating the position of the
MS, the estimation of the channel condition is necessary to
identify different noise distributions.

We, therefore, denote the channel state between the
ith anchor and the jth MS as s

ðtÞ
i;j 2 f0; 1g and denote the

cooperative channel condition from the ‘th MS to
the jth MS is as l

ðtÞ
‘;j 2 f0; 1g. LOS corresponds to state 0,

whereas NLOS is denoted by state 1. For the convenience,
we denote all the noncooperative channel states to the
jth MS as a N-dimensional vector sj ¼ ½s1;j . . . sN;j�. We
also denote all the cooperative channel states to the
jth MS as a vector of lj ¼ ½l1;j . . . lj�1;j ljþ1;j . . . lM;j�.

2.3 State Transition Model

For a self-navigation problem, both the position and the
channel condition of the MS change from time to time in a
period from time index 1 to T . To model the correlation of
the position and the channel condition between different
time instant, a hidden Markov process of order 1 is adopted
as the state model. The position of the jth MS is considered
as a Markov process from time index t� 1 to t,

x
ðtÞ
j ¼ x

ðt�1Þ
j þ Ts � vðtÞj ; ð3Þ

where v
ðtÞ
j denotes the m� 1 vector of the jth MS velocity at

time t. Ts represents the sampling interval. We model 2D
(m ¼ 2) MS movement as random walks which leads to the
state equation in (3) as

v
ðtÞ
j ¼ v

ðtÞ
j �
�

cos �
ðtÞ
j sin �

ðtÞ
j

�T
; ð4Þ

where v
ðtÞ
j is the speed of the MS movement and �

ðtÞ
j

represents the moving direction. Meanwhile, the channel
condition is modeled as a Markov chain with the LOS and
the NLOS states. The transition probability is modeled as

P
�
l
ðtÞ
i;j ¼ a j l

ðt�1Þ
i;j ¼ b

�
¼ P

�
s
ðtÞ
i;j ¼ a j s

ðt�1Þ
i;j ¼ b

�

¼

p0 a ¼ 0 b ¼ 0

1� p0 a ¼ 1 b ¼ 0

1� p1 a ¼ 0 b ¼ 1

p1 a ¼ 1 b ¼ 1:

8>>><
>>>:

ð5Þ

3 PROPOSED COOPERATIVE SELF-NAVIGATION

METHOD

The proposed cooperative self-navigation (CSN) method is
first presented in the optimal recursive Bayesian estimation
representation in Section 3.1. Section 3.2 describes how the
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particle filter approximates the probability density function

of the Bayesian estimation in practice and how the MS

collects the measurements with the proposed CSN method.

3.1 Optimal Recursive Bayesian Estimation

3.1.1 Joint Position and Channel Condition Tracking

In the recursive Bayesian estimation Problem 1, the

important process is to calculate the joint position and

channel condition posteriori distribution,

P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
¼ 1

�
P
�
y
ðtÞ
j ; z

ðtÞ
j j x

ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j

�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
likelihood

� P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:t�1Þ
j ; z

ð1:t�1Þ
j

�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
prior

;
ð6Þ

where the denominator acts like a normalizing constant as

� ¼ P
�
y
ðtÞ
j ; z

ðtÞ
j j y

ð1:t�1Þ
j ; z

ð1:t�1Þ
j

�
¼
X
s
ðtÞ
j

X
l
ðtÞ
j

Z
P
�
y
ðtÞ
j ; z

ðtÞ
j j x

ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j

�
� P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:t�1Þ
j ; z

ð1:t�1Þ
j

�
dx
ðtÞ
j :

ð7Þ

The prediction information in (6) can be derived as

P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:t�1Þ
j ; z

ð1:t�1Þ
j

�
¼
X
s
ðt�1Þ
j

P
�
s
ðtÞ
j j s

ðt�1Þ
j

�
P
�
s
ðt�1Þ
j j yð1:t�1Þ

j ; z
ð1:t�1Þ
j

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

noncooperative channel condition prediction

�
X
l
ðt�1Þ
j

P
�
l
ðtÞ
j j l

ðt�1Þ
j

�
P
�
l
ðt�1Þ
j j yð1:t�1Þ

j ; z
ð1:t�1Þ
j

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

cooperative channel condition predictionZ
P
�
x
ðtÞ
j j x

ðt�1Þ
j

�
P
�
x
ðt�1Þ
j j yð1:t�1Þ

j ; z
ð1:t�1Þ
j

�
dx
ðt�1Þ
j|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

position prediction P ðxðtÞj jy
ð1:t�1Þ
j ;z

ð1:t�1Þ
j Þ

:

ð8Þ

In this paper, the position and channel condition are

assumed to be independent, and the prediction can be

performed separately. Equation (8) can be calculated

through the known initial condition and the known state

model in (3) and (5). Note that all links including the

noncooperative measurements y
ðtÞ
j and the cooperative

measurements z
ðtÞ
j are considered independent. The like-

lihood in (6) can be written as

P
�
y
ðtÞ
j ; z

ðtÞ
j j x

ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j

�
¼
Y
k

P
�
y
ðtÞ
k;j j x

ðtÞ
j ; s

ðtÞ
k;j

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
noncooperative likelihood

�
Y
i

P
�
z
ðtÞ
i;j j x

ðtÞ
j ; l

ðtÞ
i;j

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
cooperative likelihood

: ð9Þ

From (6)-(9), the posterior function in (6) can be rewritten as

P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
¼ 1

�

�
P
�
x
ðtÞ
j j y

ð1:t�1Þ
j ; z

ð1:t�1Þ
j

��|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
position prediction

½B�; ½C�; ð10Þ

where B refers to the terms related to noncooperative
likelihood and channel condition prediction, and C repre-
sents the terms related to cooperative likelihood and
channel condition prediction. For the noncooperative term,
the TOA measurement is affected by the MS position and
the channel condition, i.e.,

B ¼
Y
k

X
s
ðt�1Þ
k;j

P
�
y
ðtÞ
k;j j x

ðtÞ
j ; s

ðtÞ
k;j

�
� P
�
s
ðtÞ
k;j j s

ðt�1Þ
k;j

�
P
�
s
ðt�1Þ
k;j j yð1:t�1Þ

j ; z
ð1:t�1Þ
j

�
:

ð11Þ

For the cooperative term, the TOA measurement is
affected by the source position (i.e., the other MS position),
the MS position, and the channel condition, i.e.,

C ¼
Y
i

X
l
ðt�1Þ
i;j

� Z
P
�
z
ðtÞ
i;j j x

ðtÞ
i ;x

ðtÞ
j ; l

ðtÞ
i;j

�
P
�
x
ðtÞ
i

�
dx
ðtÞ
i

	

� P
�
l
ðtÞ
i;j j l

ðt�1Þ
i;j

�
P
�
l
ðt�1Þ
k;j j yð1:t�1Þ

j ; z
ð1:t�1Þ
j

�
:

ð12Þ

The extra integration in (12) is required for the cooperative
measurement, which also increases the computational com-
plexity. Note that the source position is a known parameter
for noncooperative term in (11). However, for cooperative
term in (12), we can only calculateP ðxðtÞi Þ through the belief of
the ith MS based on the measurement from time 1 to t� 1 as

P
�
x
ðtÞ
i

�
’ b
�
x
ðtÞ
i

�
¼ P

�
x
ðtÞ
i j y

ð1:t�1Þ
i ; z

ð1:t�1Þ
i

�
: ð13Þ

Therefore, the coordinates of anchors and each mobile’s
belief record are available for all mobile stations to jointly
estimate their positions. Note that the transmission of first
belief information exchange is chosen as the prior informa-
tion as in (13) before the measurement update at time t.
With the measured TOA and belief information from
cooperating mobiles, each MS can estimate its own position
according to the recorded channel condition. The MS can
update the belief to its posterior information as bðxðtÞi Þ ¼
P ðxðtÞi j y

ð1:tÞ
i ; z

ð1:tÞ
i Þ with (6)-(12). Following the belief pro-

pagation concept in [14], the MS refines its estimate and
broadcasts its own belief information iteratively to further
enhance the joint location accuracy.

3.1.2 Separate Position and Channel Tracking

The estimated states of Problem 1 can be decoupled into
two subsets by factorizing the joint position and channel
condition posterior distribution as

P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
¼ P

�
s
ðtÞ
j ; l

ðtÞ
j j x

ðtÞ
j ;y

ð1:tÞ
j ; z

ð1:tÞ
j

�
P
�
x
ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
:
ð14Þ

Conditioned on the position x
ðtÞ
j , the channel condition

states s
ðtÞ
j and l

ðtÞ
j can be marginalized and the channel

condition is analytically tractable through a grid-based
method. With the knowledge of channel distribution, we
focus on estimating the position distribution P ðxðtÞj j
y
ð1:tÞ
j ; z

ð1:tÞ
j Þ to solve Problem 2, which can reduce the number

of state estimation owing to the decoupled architecture.
The above two strategies are proposed for the CSN, which

are also named as joint CSN (A1) and separate CSN (A2),
respectively, in the rest of this paper. To clearly illustrate
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how the recorded channel condition affects the estimate, the
following two strategies are developed to integrate channel
condition knowledge for cooperative links.

3.1.3 No Knowledge of Channel Condition

In this case, the original CSN method does not take the
channel condition into account. In other words, there is no
information about P ðlðtÞi;j j l

ðt�1Þ
i;j Þ and P ðlðt�1Þ

i;j j zðt�1Þ
j Þ. The

likelihood function becomes

P
�
z
ðtÞ
i;j j x

ðtÞ
j

�
¼
X
l
ðtÞ
i;j

P
�
z
ðtÞ
i;j j x

ðtÞ
j ; l

ðtÞ
i;j

�
P
�
l
ðtÞ
i;j

�
: ð15Þ

Therefore, we can only assume that the LOS or the NLOS
happens with the same probability P ðlðtÞi;j Þ ¼ 1

2 .

3.1.4 Perfect Knowledge of Channel Condition

In this situation, the channel condition is known at every
time instant, i.e., P ðlðtÞi;j Þ is a dirac delta function in (15). Note
that the knowledge of channel condition can be obtained
through the LOS/NLOS classification. To achieve accurate
classification, there is an extra overhead needed for LOS/
NLOS detection. This situation can serve as an upper bound
for the proposed method.

3.2 Particle Filter Representation

3.2.1 Fundamental Concepts of Particle Filter

The concept of the particle filter is to use a set of particles

f½xðtÞj �q; ½s
ðtÞ
j �q; ½l

ðtÞ
j �qg

Nq

q¼1 associated with its weighting ½wðtÞj �q
to denote a random measure of the posterior distribution

P
�
x
ðtÞ
j ; s

ðtÞ
j ; l

ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
’
XNq

q¼1

�
w
ðtÞ
j

�
q
� �
�
x
ðtÞ
j �

�
x
ðtÞ
j

�
q

�
� �
�
s
ðtÞ
j �

�
s
ðtÞ
j

�
q

�
� �
�
l
ðtÞ
j �

�
l
ðtÞ
j

�
q

�
:

ð16Þ

Here Nq denotes for the number of particles, ½xðtÞj �q
represents the qth particle of the jth m-dimensional MS
position x

ðtÞ
j at time t, and ½sðtÞj �q represents the qth particle

of the noncooperative link condition s
ðtÞ
j received by the

jth MS. Furthermore, ½lðtÞj �q represents the qth particle of
the cooperative link condition l

ðtÞ
j received by the jth

MS, and ½wðtÞj �q denotes the importance weights associated
to the qth particle.

The SIR particle filter [22], [23] is one of the represented
method and is adopted in our method as shown in Fig. 2.
Note that the Bayesian recursive estimation can be classified
as the state update and the measurement update. In the state
update stage, the importance density of SIR filter is chosen to
be the transition prior to draw samples (i.e., particles). Note
that there are two likelihood functions, one for LOS channel
and one for NLOS channel condition, respectively. By
substituting the position samples into the likelihood func-
tion according to channel condition samples, the weights of
the corresponding particles can be obtained. The associated
weights are regarded as the approximations to the posterior
probabilities of the particles such that

PNq

q¼1½w
ðtÞ
j �q ¼ 1.

Therefore, for importance sampling, the minimum mean
square error estimation (e.g., position) can be obtained from
a weighted average as

E
�
x
ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
¼
Z
P
�
x
ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
� xðtÞj dx

ðtÞ
j

’
XNq

q¼1

�
w
ðtÞ
j

�
q
�
�
x
ðtÞ
j

�
q
:

ð17Þ

To overcome the degeneracy problem, which denotes
particles with negligible weights after iterations, the resam-
pling of the particles is necessary. The idea of the resampling
algorithm is to remove the particles with small weights and
increase the particles with large weights by making several
copies to fill the place of the deleted particles. Therefore,
the weights would be adjusted to 1=Nq, which means there is
no need to record the weights for every time instant.

3.2.2 Particle Filter for Joint Position and Channel

Tracking

Fig. 3 and Algorithm 1 illustrate how to update the particles
and the associated weights recursively with the proposed
CSN method for the jth MS.
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Fig. 2. A flow chart about the sampling importance resampling (SIR)
particle filter.

Fig. 3. A flow chart about the particle filter for CSN.



Algorithm 1. Proposed Joint CSN Method for jth MS.
1: initial state ½xð0Þj �q, ½s

ð0Þ
j �q, ½l

ð0Þ
j �q 8q

2: for t ¼ 1 to T do

3: for q ¼ 1 to Nq do

4: importance sampling:
�
x
ðtÞ
j

�ð0Þ
q
� P

�
x
ðtÞ
j j�

x
ðt�1Þ
j

�
q

�
,
�
s
ðtÞ
j

�ð0Þ
q
� P

�
s
ðtÞ
j j

�
s
ðt�1Þ
j

�
q

�
,�

l
ðtÞ
j

�ð0Þ
q
� P

�
l
ðtÞ
j j

�
l
ðt�1Þ
j

�
q

�
5: end for

6: broadcast self-belief f½xðtÞj �
ð0Þ
q g

Nq

q¼1 percent

Quantization in Section 4.3

7: receive noncooperative measurement y
ðtÞ
j and

associated coordinates aj receive cooperative

measurement z
ðtÞ
j and associated

beliefs f½xðtÞi �
ð0Þ
q g

Nq

q¼1 (i ¼ 1; . . . ; j; jþ 1; . . .N)
8: weights computation according to (18)

9: calculate ½x̂ðtÞj �
ð0Þ according to (20)

10: update self-belief f½xðtÞj �
ð1Þ
q ; ½sðtÞj �

ð1Þ
q ; ½lðtÞj �

ð1Þ
q g

Nq

q¼1 ¼
resampleðf½xðtÞj �

ð0Þ
q ; ½sðtÞj �

ð0Þ
q ; ½lðtÞj �

ð0Þ
q ; ½wðtÞj �

ð0Þ
q g

Nq

q¼1Þ
11: for d ¼ 1 to Nd do

12: broadcast self-belief f½xðtÞj �
ðdÞ
q g

Nq

q¼1 percent

Quantization in Section 4.3

13: receive beliefs from other MSs f½xðtÞi �
ðdÞ
q g

Nq

q¼1ði ¼
1; . . . ; j; jþ 1; . . .N)

14: weights computation according to (18)

15: calculate ½x̂ðtÞj �
ðdÞ according to (20)

16: update self-belief f½xðtÞj �
ðdþ1Þ
q ; ½sðtÞj �

ðdþ1Þ
q ;

½lðtÞj �
ðdþ1Þ
q gNq

q¼1 ¼ resampleðf½x
ðtÞ
j �
ðdÞ
q ; ½sðtÞj �

ðdÞ
q ;

½lðtÞj �
ðdÞ
q ; ½wðtÞj �

ðdÞ
q g

Nq

q¼1Þ
17: end for

18: update estimation at time t : x̂
ðtÞ
j ¼ ½x̂

ðtÞ
j �
ðNdÞ;

ŝ
ðtÞ
j ¼ ½̂s

ðtÞ
j �
ðNdÞ; l̂

ðtÞ
j ¼ ½̂l

ðtÞ
j �
ðNdÞ in (20)

19: for q ¼ 1 to Nq do

20: update particles: ½xðtÞj �q ¼ ½x
ðtÞ
j �
ðNdþ1Þ
q ;

½sðtÞj �q ¼ ½s
ðtÞ
j �
ðNdþ1Þ
q ; ½lðtÞj �q ¼ ½l

ðtÞ
j �
ðNdþ1Þ
q

21: end for

22: end for

We assume prior knowledge (or estimate) on the starting
position and channel condition P ðxð0Þj Þ, P ðs

ð0Þ
j Þ, and P ðlð0Þj Þ

and draw particles
�
x
ð0Þ
j

�
q
;
�
s
ð0Þ
j

�
q
;
�
l
ð0Þ
j

�
q

�Nq

q¼1

accordingly. At every sample time t, the SIR particle filter
draws the important density using the transition prior, i.e.,�

x
ðtÞ
j

�
q
� P

�
x
ðtÞ
j j

�
x
ðt�1Þ
j

�
q

�
;
�
s
ðtÞ
j

�
q
� P

�
s
ðtÞ
j j

�
s
ðt�1Þ
j

�
q

�
;

and ½lðtÞj �q � P ðl
ðtÞ
j j ½l

ðt�1Þ
j �qÞ8q. The noncooperative source

broadcasts its coordinates. At the same time, the coopera-
tive nodes transmit their position beliefs with the particle
representation f½xðtÞj �

ð0Þ
q g

Nq

q¼1 in parallel. Both the noncoo-
perative and cooperative channel conditions are only
recorded by local MS. After the MS receives the noncoo-
perative measurements, the anchors’ coordinates, the
cooperative measurements, and the particles from the
cooperative nodes, we can then calculate the weights as

�
~w
ðtÞ
j

�
q
/ P

�
y
ðtÞ
j ; z

ðtÞ
j j

�
x
ðtÞ
j

�
q
;
�
s
ðtÞ
j

�
q
;
�
l
ðtÞ
j

�
q

�
¼
Y
k

P
�
y
ðtÞ
k;j j

�
x
ðtÞ
j

�
q
;
�
s
ðtÞ
k;j

�
q

�Y
i

P
�
z
ðtÞ
i;j j

�
x
ðtÞ
j

�
q
;
�
l
ðtÞ
i;j

�
q

�
;

ð18Þ

where the weights should be normalized by ½wðtÞj �q ¼
½ ~wðtÞj �q=�

Nq

q¼1½ ~w
ðtÞ
j �q. Note that for the cooperative measure-

ments, the particle filter expression can be further derived as

P
�
z
ðtÞ
i;j j

�
x
ðtÞ
j

�
q
;
�
l
ðtÞ
i;j

�
q

�
¼
XNq

p¼1

P
�
z
ðtÞ
i;j j

�
x
ðtÞ
j

�
q
;
�
x
ðtÞ
i

�ðdÞ
p
;
�
l
ðtÞ
i;j

�
q

��
w
ðtÞ
i

�ðdÞ
p
:

ð19Þ

Therefore, the minimum mean-square error estimate can
be generated via

x̂
ðtÞ
j ¼ �

Nq

q¼1

�
w
ðtÞ
j

�
q
�
�
x
ðtÞ
j

�
q
: ð20Þ

The channel condition particles are maintained as the
probability that the corresponding link was in LOS or
NLOS. The systematic resampling algorithm [26] is per-
formed to adjust the particles into an equal weight set.

Since there is uncertainty about the coordinates of the

mobile units, iterative calculation among cooperative

mobiles is adopted. We let cooperative MS transmit its

belief Nd times between the time t to tþ 1. ½xðtÞj �
ðdÞ
q denotes

the qth particles of the jth MS position calculated at the

dth iteration which happens between time instants t and

tþ 1. For notational convenience, ½:�ðdÞq represents the

qth particle of the unknown variable at the dth iteration.

To estimate the position of the jth MS, we have to obtain

f½xðtÞi �
ðdÞ
q ; ½wðtÞi �

ðdÞ
q g from the ith cooperative mobile unit

in advance according to (19). However, we can only

sample from each MS’s prior information ½xðtÞi �
ð0Þ
q � P ðx

ðtÞ
i j

½xðt�1Þ
i �qÞ to calculate the initial estimation at time instant t.

Note that this initial estimation is essential for cooperative

localization. Though the prior belief is exchanged once,

the opertation is defined as the iteration number Nd ¼ 0.

After the initial estimation is calculated, we can obtain the

posterior ½xðtÞi �
ð1Þ
q after resampling to obtain a more

accurate result over the prior belief. As shown in (19),

the posterior belief can be exchanged. Thus, iterative belief

refinement will be required for the cooperative pair to

obtain a more accurate result.
In each iteration, the MS first broadcasts its own belief.

After receiving the others’ beliefs, the whole measurement
process is performed to update its belief. Before the
noncooperative source broadcasts the signal at next time
tþ 1, the cooperative MS can exchange their updated belief,
recalculate the ½wðtÞj �

ðdÞ
q and resampling iteratively to refine

the estimation.

3.2.3 Particle Filter for Separate Position

and Channel Tracking

The basic structures of both joint and separate position and
channel tracking are similar, except for in separate CSN
only the position states estimation follows the procedure as
shown in Fig. 3 and Algorithm 1. The channel states
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corresponding to each position particle are analytically
tractable by the grid-based method. After the factorization
in (14), we track the position state with a SIR particle filter,

P
�
x
ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
’
XNq

q¼1

�
w
ðtÞ
j

�
q
� �
�
x
ðtÞ
j �

�
x
ðtÞ
j

�
q

�
; ð21Þ

which allows us to derive channel condition as

P
�
s
ðtÞ
j ; l

ðtÞ
j j y

ð1:tÞ
j ; z

ð1:tÞ
j

�
’
XNq

q¼1

�
w
ðtÞ
j

�
q
� P
�
s
ðtÞ
j ; l

ðtÞ
j j

�
x
ðtÞ
j

�
q
;y
ð1:tÞ
j ; z

ð1:tÞ
j

�
:

ð22Þ

To reduce the sampling complexity, the proposal distribu-

tion for the position tracking is adopted as the transition

prior as ½xðtÞj �p � P ðx
ðtÞ
j j ½x

ðt�1Þ
j �pÞ. Therefore, the weights in

(21) can update according to�
~w
ðtÞ
j

�
q
/
�

~w
ðt�1Þ
j

�
q
� P
�
y
ðtÞ
j ; z

ðtÞ
j j

�
x
ðtÞ
j

�
q
;
�
s
ðt�1Þ
j

�
q
;
�
l
ðt�1Þ
j

�
q

�
:

ð23Þ

At time instant t, the conditional probability of the channel

condition P ðsðtÞj ; l
ðtÞ
j j x

ðtÞ
j ;y

ð1:tÞ
j ; z

ð1:tÞ
j Þ can be estimated by the

grid-based method. The prediction and update equations of

the grid-based method are listed as follows:
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:

where

�
m
ðtjt�1Þ
j
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¼4
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q
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8<
:
The notations ½mðtÞj �

ðpÞ
q and ½f ðtÞj �

ðpÞ
q represent the weights

for the posterior probability of channel conditions up to
time t of state p for noncooperative and cooperative links,
respectively, with the qth position particle. Note that the
channel state is conditioned on the position state, and the
channel condition can be updated by using the grid-based
method via

�
m
ðtÞ
j

�ðrÞ
q
¼4
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j j
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� :
From the channel states estimation of the grid-based
method, the weights in (23) for the position states
estimation are further derived as
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Note that the weights in (23) should be normalized
by ½wðtÞj �q ¼ ½ ~w

ðtÞ
j �q=�

Nq

q¼1½ ~w
ðtÞ
j �q. The position estimation is

generated based on the weights as in (20).

4 SIMULATIONS AND RESULTS

In this section, we provide several examples to illustrate the
performance and effectiveness of the proposed cooperative
navigation strategies. We name the proposed cooperative
navigation method as CSN. We will test the four different
strategies (A1), (A2), (A3), and (A4) described in Section 3.1
to deal with channel conditions. In addition, as a compar-
ison, we also test the JMS-PF given by [20] as the
noncooperative self-navigation method in conjunction with
joint channel condition estimation.

We set Nq ¼ 500 particles and iteration number Nd ¼ 0.
Recall that zero iteration number represents only prediction
information exchanged between the MSs, where the
noncooperative and cooperative measurements update
once per sampling interval. We will further examine the
iterative refinement effect in Example 4. We consider a
random initialization in our simulation examples. In
Examples 1 and 2, we set up the network area size as
50 m� 50 m, while the area size is chosen as 100 m� 100 m
in Examples 3-7. In all examples, we partition the area of
consideration into grids of 5 m� 5 m. At the start t ¼ 0, we
assume to know which grid the MSs are, but not their exact
positions. Thus, we draw initial position particles uni-
formly within the grid. We assume to know channel
conditions within a 90 percent confidence interval, i.e.,
P ðsð0Þj Þ ¼ P ðl

ð0Þ
j Þ ¼ 0:9, where we draw particles uniformly

with 90 percent of channel condition particles in the true
channel state. We will further examine the imperfect
knowledge of initial position and channel condition
in Examples 5 and 6. The sampling interval is chosen as
Ts ¼ 1 second. We model MS movement as random walks
in the simulations by assuming to know the speed of the
MS movement based on a pedometer but not its direction.
The velocity v

ðtÞ
j in (4) is sampled from a truncated Gaussian

distribution v
ðtÞ
j � Nð0; 1Þ over interval 0 � vðtÞj � 1 to

simulate random walk behavior, but with known value.
The moving direction is assumed unknown and is uni-
formly distributed with �

ðtÞ
j � U½0; 2�Þ. Therefore, the

particles of MS position are uniformly generated on the
circle centered at x

ðt�1Þ
j with known radius of v

ðtÞ
j .

We adopt the measurement model from [13], which was

established by performing round-trip TOA distance estima-

tion with commercial UWB radios. Note that for notational

simplicity this round-trip TOA measurement is multiplied

by the speed of light c. This round-trip TOA model is a

Gaussian distribution P ðyðtÞi;j js
ðtÞ
i;j Þ � N ð�; �2Þ based on the

true distance d ¼ kai � x
ðtÞ
j k. The mean and variance of the
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Gaussian distribution according to the sight condition are

parameterized in the form of 	d2 þ 
dþ � which are listed

in Table 1. Note that P ðzðtÞi;j jl
ðtÞ
i;j Þ also possesses the

same distribution as P ðyðtÞi;j js
ðtÞ
i;j Þ though it depends on the

true distance between x
ðtÞ
i and x

ðtÞ
j , i.e., d ¼ kxðtÞi � x

ðtÞ
j k.

We use the outage probability of the MS position error [13] as

the performance measure. In other words, we calculate the

average probability that the MS position error exceeds a

threshold eth:

P
ðtÞ
outðethÞ ¼

XP
i¼1

XM
j¼1

I
���xðtÞj � x̂

ðtÞ
j

�� > eth
�
=ðM � P Þ; ð25Þ

where Ið:Þ denotes the indicator function. Note that the

outage probability averages over M mobiles in P trials. At

the same time, we also adopt the root mean square error

(RMSE) to assess the performance of proposed strategies as

RMSEðtÞ ¼
XP
i¼1

XM
j¼1

��xðtÞj � x̂
ðtÞ
j

��2
=ðM � P Þ

" #1=2

: ð26Þ

Each simulation example lasts T ¼ 20 s.

4.1 Fixed Number of Noncooperative
Measurements

In this section, we place three anchors as the fixed

noncooperative nodes in a 2D network topology at a1 ¼
½5 50�, a2 ¼ ½50 50�, and a3 ¼ ½50 5�. Four mobiles are located

at x1 ¼ ½20 25�, x2 ¼ ½25 20�, x3 ¼ ½25 30�, and x4 ¼ ½30 25�.
The number of simulation trials is P ¼ 1;000. The noncoo-
perative channel condition are investigated in two cases
following a Markov chain according to (5) with p0 ¼ p1 ¼ 0:9
and p0 ¼ p1 ¼ 0:5. Note that the state transition p0 ¼ p1 ¼ 0:9
is more suitable to describe the channel variation in the WSN
case [15], while p0 ¼ p1 ¼ 0:5 is also tested for performance
comparison. Thus, we focus on the discussion about the p0 ¼
p1 ¼ 0:9 case in the simulation section. On the other hand,
the cooperative channel condition is modeled as LOS
throughout the simulation period. Recall that the LOS/
NLOS setting in the simulation is to examine how LOS
cooperative measurements can provide assistance in the
cooperative localization problem.

Example 1 (1 Noncooperative Measurement). In this
example, each MS only receives one noncooperative
measurement from the anchor which is insufficient
measurement in traditional localization problem. The
number of cooperative measurements for the MSs are
selected as one, two, and three in the simulations,
respectively, and are labeled as 1MS, 2MSs, and 3MSs.
At t ¼ 20, Figs. 4 and 5, respectively, illustrate the outage
probability and the RMSE of the JMS-PF, CSN with 1MS,
CSN with 2MSs, and CSN with 3MSs based on four
different strategies (A1), (A2), (A3), and (A4). Note that
the outage probability increases with time owing to the
random walk by the MS and the transition of channel
conditions between LOS and NLOS. We observe that
since strategy (A3) has no knowledge on the channel
state, it results in the worst performance given the same
number of cooperative measurements. The reason is that
without the knowledge of channel state, we can only
assume that LOS or NLOS occurs with 1/2 probability.
Therefore, method (A3) can provide as an upper bound
of the outage probability for the proposed schemes (A1)
and (A2). On the other hand, strategy (A4) is based on
known channel, thereby providing a lower bound for the
performance of (A1) and (A2). Our proposed method,
either joint or separate position and channel estimation
scheme, is a compromise between accurate position
estimate and channel state estimate.
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TABLE 1
TOA Measurement Model [13]

Fig. 4. Performance of the location estimation in terms of outage probability for Example 1.



The simulation results illustrate little difference
among the three strategies of the JMS-PF scheme. The
reason is that a single noncooperative measurement is
sufficient for estimating mobile positions even with the
available channel state information. On the other hand,
joint and separate CSN schemes can provide additional
channel information which effectively reduce the RMSE
of the MS. For example, as shown in Fig. 5a,
strategy (A1) of the proposed CSN 3MS scheme can
reduce the RMSE by about 2:2 m versus that of
strategy (A3). Furthermore, there is a crossover between
the JMS-PF and the CSN 1MS schemes as observed
from Fig. 4a, which indicates that the CSN 1MS scheme
leads to higher outage probability under larger MS’s
position error. The reason is that the belief exchange
among mobiles on estimated position can become
inefficient in cases when the estimates are poor. With
the increasing number of cooperative measurements,
the diversity of measurement inputs can lower the
effect of poor MS location estimation. As illustrated in
Fig. 4, compared to other schemes, CSN 3MS achieves
better outage performance especially under larger MS’s

position error. Similar results can be observed from the
RMSE performance of Fig. 5a. The proposed CSN 3MS
scheme in (A1) can provide around 2:9 m lower RMSE
compared to JMS-PF. For the case of p0 ¼ p1 ¼ 0:9 when
the state variation is smaller, the joint CSN scheme in
(A1) outperforms separate CSN scheme in (A2). As
shown in Fig. 5a, CSN 1MS scheme in (A1) can provide
around 0:5 m lower RMSE compared to CSN 1MS
scheme in (A2). The separate CSN scheme in (A2)
performs better when the state transition is higher
(p0 ¼ p1 ¼ 0:5). As shown in Fig. 5b, CSN 1MS scheme
in (A2) can provide around 0:4 m lower RMSE
compared to CSN 1MS scheme in (A1). The perfor-
mance difference between the joint and separate CSN
will be further discussed in Example 7.

Example 2 (2 Noncooperative Measurements). In this case,

each MS receives measurement from two anchors. The

number of cooperative mobile signals is 1 and 2,

respectively, denoted as 1MS and 2MS in Fig. 6. Under

known channel condition, the performance difference

between the noncooperative and cooperative cases are

insignificant in this example compared to that in
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Fig. 5. Performance of the location estimation in terms of RMSE for Example 1 with strategies (A1), (A2), (A3), and (A4).

Fig. 6. Performance of the location estimation in terms of outage probability for Example 2.



Example 1. This is because the extra noncooperative
measurement in this example can provide additional
information for estimating mobile locations. As shown in
Fig. 7, similar RMSE performance is obtained for
strategy (A4) in all three schemes while significant
performance difference is acquired in the schemes with
strategy (A1) or (A2). The proposed CSN scheme can still
provider better performance compared to the JMS-PF
method, for example, the CSN 2MSs (A1) case will
provide around 0:5 m less in RMSE in comparison with
the JMS-PF scheme as in Fig. 7a. By comparing Figs. 5a
and 7a, we can observe that the separate CSN (A2) starts
to outperform the joint CSN (A1) when the number of
signal sources increases.

4.2 A Sensor Network Scenario

Example 3. In this example, a sensor network topology is
confined in a 100 m� 100 m space as shown in Fig. 8.
There are 13 fixed anchors randomly distributed with
known position and 50 dynamically moving mobiles
during the simulation period. The transmission ranges
for all the anchors and mobiles are limited to 20 m. For
this topology, distributions of the average available

number of noncooperative and cooperative measure-
ments for the 50 mobiles are shown, respectively, in top
and bottom plots of Fig. 9. Note that both the non-
cooperative and the cooperative measurements can be
LOS or NLOS according to the Markov model. All other
conditions remain the same as in previous examples.

As shown in Figs. 10 and 11, the proposed CSN can
achieve lower outage probability and smaller RMSE in
comparison with JMS-PF. For example, compared to
JMS-PF, the CSN (A1) reduces outage probability by 0.32
for eth ¼ 3 m in Fig. 10a and lowers the RMSE by 3:5 m in
Fig. 11. From Fig. 10a, we can conclude that the CSN
results in substantial improvement over the noncoopera-
tive scheme in sensor networks. As indicated in
Example 1, the cooperative scheme provides improve-
ment over the insufficient measurement case. Even with
the possibility of NLOS cooperative measurements in
this example, both joint and separate CSN schemes can
still provide effective channel tracking, resulting in better
location estimation performance.

Example 4. In this example, we study the number of
iterations of belief propagation within each sampling
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Fig. 7. Performance of the location estimation in terms of RMSE for Example 2 with strategies (A1), (A2), (A3), and (A4).

Fig. 8. Network topology of Example 3: red squares represent the
positions of the anchor; green circles represent the positions of the MS.

Fig. 9. The distributions for the average available numbers of
noncooperative and cooperative measurements for the 50 MSs in
Example 3.



interval. Here, we limit some of the random terms by
considering t ¼ 1 to clearly illustrate the effect of belief
propagation. First, the JMS-PF (A1) represents the
noncooperative scheme, where no belief propagation
takes places. The Nd ¼ 0 case actually propagates the
belief once, which is obtained from the prior informa-
tion of source. The Nd ¼ 1 case represents the situation
that the posterior belief is obtained for each MS. For
Nd > 1, the iterative belief propagation is regarded as
the belief refinement, which shows small impact on the
localization performance. The belief propagation effect
is significant for both CSN (A1) and CSN (A2) at
iteration Nd ¼ 0, where the prior belief propagation and
at Nd ¼ 1, where the posterior belief propagation takes
place. In Table 2, the improvement achieved by going

from zero to one iterative refinement is obvious.
However, further increase of iteration number does
not appear to substantially improve the performance
over Nd ¼ 1. Thus, one or two iterations would typically
be sufficient.

Example 5. We test the effect of initial position in this
example. The test scenario in Example 3 is reconsidered,
except for changes of initial position. In Table 3, we
assign the initial particles as the true MS’s position in the
ideal case, for example, ½xð0Þj �q ¼ �ðx

ð0Þ
j Þ 8q. We draw

initial particles uniformly with a larger grid in a 10 m�
10 m layout partition. As expected, the RMSE error
increases for the noncooperative and cooperative case as
the initial estimation error increases.
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TABLE 2
Iterative Belief Propagation Impact for Example 4 [RMSEð1Þ (m)]

TABLE 3
Initial Position Impact for Example 5 [RMSEð20Þ (m)]

Fig. 11. Performance of the location estimation in terms of RMSE for Example 3 with strategies (A1), (A2), (A3), and (A4).

Fig. 10. Performance of the location estimation in terms of outage probability for Example 3.



Example 6. In this example, we test the impact of initial
channel condition. The test scenario in Example 3 is
retested, except for the change of initial channel
condition. In Table 4, we assign the initial particles as
the true MS’s position in the perfect case, for example,
½sð0Þj �q ¼ �ðs

ð0Þ
j Þ 8q. The RMSE error increases for the

noncooperative and cooperative case as the channel
condition error increases.

Example 7. The test scenario in Example 3 is retested,
except for the state transition probability. The transition
probability parameters p0 and p1 are chosen from 0.5 to
0.9 and the results are summarized in Table 5. Note that
the joint CSN (A1) track both the position and channel
jointly. Sampling in higher dimension causes degenera-
tion for the particle filter, especially with limited number
of particles. For example, with the state transition
probability equals to 50 percent, only 50 percent of
position particles are useful for the joint CSN (A1). The
performance of higher channel state variation will be
worse than that of smaller variation for joint CSN (A1).
On the other hand, opposite performance trend is
observed for separate CSN (A2) scheme. The separate
CSN (A2) can adapt to higher channel state variation due
to its separate estimation architecture.

4.3 Signaling of Cooperative Navigation

Recall that cooperative navigation requires additional
information exchange among mobiles by letting mobiles
broadcast their beliefs. Unlike the case involving only
anchored nodes, MS moves and should broadcast its belief
to other mobiles in each time instant. This signaling requires
communication overhead. To lower the required bandwidth
for belief broadcasting, we assume in this section that the
mobile beliefs are quantized into finite bits before broad-
casting. This is incorporated into Algorithm 1.

To demonstrate the effect of such quantization on
mobile navigation, the test scenario in Example 3 is
reconsidered using quantized beliefs. Note that there is
no belief propagation, and hence no quantization error for
the noncooperative JMS-PF scheme. On the other hand, the
full CSN algorithm broadcasts the full belief message

without quantization, hence using infinite bandwidth.
Quantizing the position particles results in the quantization
error which degrades the performance of the proposed
CSN scheme. But quantization of beliefs will be better than
no belief exchange at all. Thus, the RMSE results of CSN
and JMS schemes with strategies (A1) and (A2) in
Example 3 are provided in Table 6 as benchmarks for the
quantized CSN performance.

In Example 3, the x- and y-coordinates lie in ½0; 100�.
We adopt the measure of relative resolution for a fixed-size
layout to investigate the tradeoff between bandwidth
requirement and estimation accuracy. Therefore, the
quantized unit � for the number of quantized bits Q is
chosen according to the size of grid partition as
� ¼ 100=2Q, for example, the quantization unit is � ¼ 0:39
for Q ¼ 8. The quantization is performed by rounding,
which causes the quantization error to be uniformly
distributed. Thus, the quantization error has standard
deviation of

ffiffiffiffiffiffiffiffiffiffiffiffi
�2=12

p
¼ 0:1128 for Q ¼ 8. The communica-

tion overhead (To) is calculated according to the number of
position particles and their quantized bits transmitted per
second as To ¼ Nq �m �Q � ðNd þ 1Þ, for example, the
communication overhead for a 2D position vector with
500 particles for Q ¼ 8 is To ¼ 500 � 2 � 8 � 2 ¼ 16 kbps. As
shown in Table 6, cooperative estimation is better than the
noncooperative (JMS) scheme when more than 5 quantiza-
tion bits are assigned. In fact, the performance of CSN with
strategies (A1) and (A2) given Q ¼ 8 quantization bits can
achieve the nearly identical performance to the nonquanti-
zation result. According to [27], IEEE 802.15.4 can be
supported data rate up to 250 kbps. If Q ¼ 8, a small
communication overhead of 16 kbps is feasible even for
low rate sensor networks. This example reaffirms the
practicality of the proposed cooperative navigation under
limited sensor node bandwidth.

5 CONCLUSION

In this work, we investigate the problem of CSN in a mixed
LOS/NLOS environment. We develop a method for CSN
for a team of mobile units. We first propose to apply
multiple model SIR particle filter for joint estimation of
mobile position and their channel conditions. We then
apply Rao-Blackwellization techniques to track the position
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TABLE 5
State Transition Model Impact for Example 7 [RMSEð20Þ (m)]

TABLE 4
Initial Channel Condition Impact for Example 6 [RMSEð20Þ (m)]

TABLE 6
Communication Overhead for Quantized Belief Sharing and Estimation Accuracy for Section 4.3



with the SIR particle filter and the channel condition with
the grid-based filter. We show the importance of channel
condition tracking in a mixed LOS/NLOS environment for
cooperative self-navigation. Our results demonstrate the
significant performance advantage of CSN over noncoo-
perative methods, especially in environment where LOS
cooperative measurement can complement NLOS noncoo-
perative measurements. Without a complex LOS/NLOS
identification algorithm, our proposed schemes can provide
feasible location estimation performance for mobile sensors
in a highly dynamic sensor network scenario.
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