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Abstract— In this paper, we propose an MIMO precoding and
postcoding transceiver to achieve data secrecy at the physical
layer. When full channel state information (CSI) of the legitimate
receiver is known to the transmitter, the proposed precoder
can simultaneously maximize to receive signal-to-noise ratio
(SNR) and attain secrecy. When only partial CSI is available,
a modified Lloyd algorithm is proposed to construct codebooks
for quantizing the precoder. As will be explained in this paper,
the use of the proposed codebooks does not affect the secrecy of
the proposed system. In addition, we propose a low-complexity
postcoder to compensate the SNR loss when full CSI is not
available. Furthermore, the performance of the proposed system
is analyzed from the view points of both recovery rate and
secrecy. Based on the analyzed results, we show how to achieve
full recovery rate and perfect secrecy for the proposed system.
Finally, simulation results corroborate the theoretical results, and
show that the proposed system enjoys different advantages when
different recovery algorithms are used.

Index Terms— Physical layer secrecy, precoding and
postcoding, transceiver design, compressive sensing, MIMO
wiretap channel, codebook design.

I. INTRODUCTION

DATA security has long been considered as an important
issue in many applications including multimedia and

communications systems. In wireless communications, secu-
rity issue becomes more pronounced because the transmitted
data can be accessed by some unauthorized users. Nowadays
most of the communications systems encrypt data at the
network layer, where key-based encryption techniques are
adopted to protect data from stealing. Recently there have been
several interesting results on attaining security at the physical
layer, see e.g., [1]–[7]. A main motivation for physical-layer
security is that the channels for different users are generally
different. The channel discrepancy can be used to encrypt
data in a natural way. That is, the channel characteristics of
individual users can be treated as “unique key” to encrypt
confidential information. The number of keys is theoretically
infinite, because the coefficients of the baseband channel
are complex numbers. On the other hand, the number of
keys for data encryption at the network layer is generally
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finite. Moreover, since the channel is time-variant in wireless
environments, the key changes with time. All these properties
prevent the eavesdroppers from breaking the key by extensive
computations, which is an intuitive way to break the encryp-
tion key at the network layer. Key-based encryption system are
also studied in coding theory. For example, [8] introduces a
cryptographic system based on the difficulty of decoding linear
codes, e.g., Goppa code. In addition, [9] mentions that linear
codes have good ability to resist quantum Fourier sampling
attacks. However these schemes are channel independent.

Wyner in [11] investigated the scenario that the transmitter
sends information to the legitimate receiver but the information
is intercepted by an eavesdropper through a so called wiretap
channel. He analyzed the information secrecy using Shannon’s
theory, and the results are widely used for research on physical
layer security. Extending Wyner’s results, the authors in [12]
characterized the secrecy capacity for the non-degraded dis-
crete memoryless wiretap channel. Several existing precoding
techniques for secrecy over MIMO wiretap channels were
reviewed in [13].

When the transmitter knows full channel state informa-
tion (CSI) of the legitimate receiver and all the eavesdrop-
pers, the secrecy capacity R is maximized in [2], [3], [11],
[12], and [14]. That is, let the transmission rate between
the transmitter and the legitimate receiver be Rb and that
between the transmitter and the eavesdroppers be Re, the value
R = Rb−Re can be maximized. In this case, the eavesdroppers
could still obtain certain amount of data, because Re > 0.
Moreover, it is somewhat impractical to assume that the
transmitter knows the full CSI of the legitimate receiver and
all the eavesdroppers in some applications, e.g., in military
communications systems, because the eavesdroppers usually
steal data secretly, and would not send back their channel
information. On the other hand, if the transmitter knows full
CSI of the legitimate receiver but only partial CSI of the
eavesdroppers, the authors in [6] propose to add artificial noise
(AN) for degrading the channel quality of the eavesdroppers.
The AN is designed so that it lies on the null space of the
legitimate receiver’s channel. Bashar et. al. in [15] analyze and
present the secrecy performance of a codebook beamforming
transmission and further explain the relationship between the
AN and the codebook beamforming schemes.

Literature has pointed out that both encryption and data
compression can be attained via compressive sensing (CS),
see e.g., [7] and [16]. Furthermore, the CS scheme proposed
in [17] can achieve perfect secrecy i.e., the mutual information
is equal to zero. It is worth pointing out that these works
may not be dedicated to communications systems because they
do not consider the randomness characteristic of the channels
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for increasing the security. In addition, these researches do
not include precoding and postcoding designs, and thus they
do not consider SNR maximization for improving the recov-
ery performance. Nevertheless, these works inspire us that
communication secrecy may be attained by utilizing the CS
techniques.

From the discussion above, we are motivated to design the
transceivers that achieve security at the physical layer. Our
goals for the transceiver are as follows: 1) The transmitter
does not need to know any CSI information of the eaves-
droppers. Even if the transmitter only knows partial CSI from
the legitimate receiver and no CSI from eavesdroppers, the
transceiver can still achieve security. 2) The transceiver attains
perfect secrecy defined by Shannon in [18] that the mutual
information between the transmitter and the eavesdroppers is
zero, i.e., Re = 0.

In this paper, we assume that the transmitter knows only the
CSI information of the legitimate user. In addition, the key or
the precoding information is known only to the transmitter
and the legitimate user, but not to the eavesdroppers, as in
[19]–[21]. We propose a MIMO precoding and postcoding
system that can achieve the goals. The proposed system can
be modeled as an underdetermined linear system. Thus the
recovery algorithms designed for CS can be used to reconstruct
the transmitted signals. More specially, when the transmit-
ter knows full CSI of the legitimate receiver (CSI of the
eavesdroppers is not needed), we propose an optimal precoder
for maximizing the instantaneous SNR. That is, the proposed
precoder can simultaneously maximize the SNR as well as
attain secrecy. On the other hand, when only partial CSI of
the legitimate receiver is known to the transmitter, we propose
a modified Lloyd algorithm that constructs codebooks using
the concept of Grassmann manifold [22]. We show that using
the proposed codebooks only affects the SNR performance
and does not affect the secrecy of the proposed encryption
system. On the other hand, to compensate the SNR loss when
only partial CSI of the legitimate receiver is available, a low-
complexity postcoder at the legitimate receiver is proposed. In
this case a performance comparable to that with full CSI can
be achieved. Furthermore, the performance of the proposed
system is analyzed. The analysis is divided into two parts.
First, for the legitimate receiver, for which the recovery rate
is of concern, we analyze the recovery rate as a function of
several system parameters. Secondly, for the eavesdroppers,
for which secrecy is of concern, we use the results in [16]-
[18], [23], and [24] and show how to design the proposed
system to achieve perfect secrecy. It is worth to emphasize
that the proposed system can enjoy perfect secrecy in each
transmission. On the other hand, the systems in [6] and [15]
can guarantee that the secrecy capacity is greater than a
specific rate, and the performance is measured in terms of
outage probability, where the eavesdroppers still have chance
to obtain certain information.

Combining the analysis for both the legitimate receiver
and the eavesdroppers, we show how to design the system
parameters to achieve both full recovery rate and perfect
secrecy. It is worth to point out that the proposed system
has different advantages when the recovery algorithms with

different complexity are used. Therefore, several recovery
algorithms, from the simplest Orthogonal Matching Pursuit
(OMP) [25], to the most complicated Dantzig selector [26],
are conducted to explain these advantages. Simulation results
corroborate the theoretical results.

The paper is organized as follows. Section II introduces the
system model for the legitimate receiver and the eavesdroppers
separately. Section III shows how to design the precoders
for maximizing the instantaneous received SNR and how this
precoder achieves the optimal performance if the transmitter
knows full CSI. On the other hand, if only partial CSI is
available, we propose a modified Lloyd algorithm to construct
the codebook. Moreover, a postcoder to compensate the perfor-
mance loss due to the lack of full CSI is also proposed in this
section. Section IV analyzes the performance of the proposed
system considering both the recovery performance and the
system secrecy, and the results provide parameter settings for
practical designs. Simulation results are provided in Section V,
and conclusions are made in Section VI.

Notations. All vectors are in lowercase boldface and matri-
ces are in uppercase boldface. (·)T , (·)∗ and (·)H denote
the transpose, conjugate and conjugate transpose of a matrix,
respectively. X(i, j ) denotes the element in the i -th row and
j -th column of an matrix X. tr(·) is the trace of a square
matrix. E{·} denotes expectation. || · ||i with i = {0, 1, 2} is
the �i vector norm, || · ||F denotes the matrix Frobenius norm.
|S| is the size of a set S.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The proposed system model is introduced in this section.
For legitimate receiver, we explain how to use precoding
techniques to achieve encryption. On the other hand, for
eavesdroppers, we explain that they could not obtain infor-
mation due to the lack of precoding matrices and CSI. The
legitimate receiver and eavesdroppers are discussed separately
as follows:

A. Problem Formulation for the Legitimate Receiver

The block diagram of the proposed system is shown in
Fig. 1. At the first stage, each of the elements of a K ×1 sym-
bol vector x is randomly allocated to K elements of an L × 1
vector s; the other L − K elements are inserted zeros. Assume
L > K , s is therefore a sparse vector. For example, let K = 3
and the elements of the symbol vector x ∈ {−1, 1}. If L = 35
and x = [

1 −1 −1
]T

, by randomly allocating the elements

of x to s, a possible s can be s = [
0 1 0 −1 0 · · · 0 −1

]T .
A vector s which only has K nonzero elements is usually
called K -sparsity, i.e., ‖s‖0 = K . The bit rate of s is defined as

Ir = log2 2K
(L

K

)

L
= K + log2

(L
K

)

L
. (1)

Let Nt and Nr be the numbers of transmit and receive antennas
respectively, and let Nt > Nr . The complex MIMO channel
Hc ∈ C

Nr ×Nt is assumed to be independent and identically
distributed (i.i.d.) CN (0, 1); therefore, the magnitude of the
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Fig. 1. The proposed system with MIMO wiretap channel.

channel coefficients is Rayleigh distributed. The encryption
problem for the legitimate receiver can then be formulated as

yc = HcWcs + nc, (2)

where nc ∈ C
Nr ×1 is a complex noise vector whose entries are

i.i.d. CN (0, σ 2
n ), and Wc ∈ C

Nt ×L is a complex precoder. For
the proposed system, we choose L > 2Nr so that (2) becomes
an underdetermined linear model and � = HcWc ∈ C

Nr ×L is
called the sensing matrix.

Since s is a sparse signal and (2) is an underdetermined
linear model, s can be recovered by using the CS recov-
ery techniques if the sensing matrix � satisfies the RIP
(see [29], [30]), which is defined as follows,
Definition 1 Given the index sets I ⊂ {1, 2, . . . , L}, a vector
a ∈ R

|I| and a matrix � ∈ R
M×L , the matrix � is said to

satisfy the Restricted Isometry Property (RIP) with parameter
(K , δ) and K ≤ M, if the following inequality holds.

(1 − δ)‖a‖2
2 ≤ ‖�Ia‖2

2 ≤ (1 + δ)‖a‖2
2,

where 0 ≤ δ ≤ 1, and �I consists of the columns of � with
indices I and |I| ≤ K .
For systems satisfying the RIP, the recovery algorithm such
as linear programming (LP) can be used for solving the
�1 optimization problem, and yielding an exact solution in
noiseless channels. A popular family of sensing matrices is
the M × L (real- or complex-valued) random matrices, which
satisfy the RIP and lead to a high probability of recovery
rate. This paper uses random matrices with i.i.d. entries.
The distribution of the entries can be Gaussian or Bernoulli
distribution with zero mean and variance 1/L. It is mentioned
in [31] that if the entries of the sensing matrices are generated
in this way, the RIP holds and the underdetermined linear
model can be perfectly recovered using the �1 optimization
solutions whenever

K ≤ β
M

ln(L/M)
, (3)

where β is a constant, and now M = Nr . In current com-
munication systems, the number Nr of receive antennas is
generally not large enough to make � meet the RIP in (3) for
a moderate K . From (3), the number K of sparsity increases
as M increases. The reason that we use the real-value system
is because currently most of the mature research results in
compressive sensing are developed based on the real-value
system. Therefore we transformed the complex-value system
into real-value system to best utilize the existing results of the
compressive sensing. The vector s is repeatedly transmit by
T times, which are described separately as follows:

We reformulate the complex-valued system into a real-
valued system. More specifically, by rearranging (2), we have

[ �{yc}
�{yc}

]

︸ ︷︷ ︸
y

=
[�{Hc} −�{Hc}

�{Hc} �{Hc}
]

︸ ︷︷ ︸
H

[�{Wc}
�{Wc}

]

︸ ︷︷ ︸
W

s

+
[ �{nc}

�{nc}
]

︸ ︷︷ ︸
n

, (4)

where y ∈ R
2Nr ×1, H ∈ R

2Nr ×2Nt , W ∈ R
2Nt ×L and n ∈

R
2Nr ×1. Now the sensing matrix is � = HW ∈ R

2Nr ×L ,
and its number of rows is doubled compared to the complex-
valued system. According to the results in [10], transforming
the complex-valued system into the real-valued system does
not degrade the ability of carrying sparsity if the condition
of the RIP property is satisfied. As a result, the number of
sparsity K increases. The real-valued precoder W in (4) can
be expressed as

W = [
P1 P2 · · · Pα

]
, (5)

where Pi ∈ R
2Nt ×R, 1 ≤ i ≤ α is a sub-precoder and R is

the rank of the channel matrix H. α is a positive constant and
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is defined as

α =
⌊

L

R

⌋
.

Note that α should be designed to satisfy the RIP in (3), and
we will explain later once P1 is determined, the other sub-
precoders Pi , i 	= 1, can be determined from P1 easily. Assume
that E{ssH } = (K/L)σ 2

s IL , where σ 2
s is the variance of the

sparse vector s. From (4), the instantaneous signal-to-noise
ratio (SNR) γ is defined as

γ = 1

σ 2
n

E{‖HWs‖2
2}

K Nt
. (6)

The proposed system could be regarded as a single-stream
MIMO system. Thus using SNR as a design criteria is reason-
able. The extension to the multi-stream MIMO systems would
need to consider the design criterion such as maximizing sum-
rate (throughput) or minimizing bit-error-rate (BER), which
are not well developed in the field of compressive sensing.
Therefore, this problem is still open.

The proposed system repeatedly transmits the same sparse
vector using different precoders to increase the number of
rows of the sensing matrix. Let the repeating number be T .
From (4), the proposed system with repeated transmission can
be formulated as⎡

⎢
⎣

y1
...

yT

⎤

⎥
⎦ = y =

⎡

⎢
⎣

H1
. . .

HT

⎤

⎥
⎦

⎡

⎢
⎣

W1
...

WT

⎤

⎥
⎦ s +

⎡

⎢
⎣

n1
...

nT

⎤

⎥
⎦

= HWs + n = �s + n, (7)

where H ∈ R
2T Nr ×2T Nt is a block diagonal matrix with

different 2Nr × 2Nt real channel matrices on the diagonal,
W ∈ R

2T Nt ×L is an equivalent precoder with repeating factor
T , and � ∈ R

2T Nr ×L is an equivalent sensing matrix. In a
slow fading environment, the repeated sparse vectors of s may
experience similar MIMO channels. This does not affect the
RIP of the proposed system, and may not affect the long-
term time average recovery performance. However this may
affect the short-term time average performance, e.g., channel
with serious fading and thus resulting in poor performance
during this period. To gain time diversity for the short-term
time average performance, the i th repeated vector of the j th
data block can be transmitted via a uniformly interlaced way
at time index t (i − 1) + j , where t is the channel coherent
time and i = 1, 2, . . . , T . The penalty is that the decoding
latency becomes long, which is limited by the channel coherent
time. Now M = 2T Nr , by properly choosing T , the sensing
matrix satisfies (3) and can recover a sparse vector with high
probability. Due to the repeating transmission, the equivalent
instantaneous SNR 
 can be expressed as


 = 1

σ 2
n

E{‖HWs‖2
2}

T K Nt
. (8)

Similar to (1), the bit rate with repeating transmission becomes

IR = Ir

T
= log2 2K

(L
K

)

T L
= K + log2

(L
K

)

T L
. (9)

We will introduce the design criterion and method for the
precoder W later in Sec. III.

B. Problem Formulation for Eavesdropper

Communication security over wiretap channel is a well-
established area. A classical problem in this field is the Wyner
wiretap channel [11]. Recently communication security is
investigated in wireless MIMO environments (see [32]). The
wiretap channel may be applied to the proposed system and the
overall system is shown in Fig. 1, where the communications is
eavesdropped. To steal data, the eavesdroppers need to know
the repetition number T , and the numbers of transmit and
receive antennas, i.e. Nt and Nr respectively. This increases the
decoding effort for eavesdroppers to obtain these parameters
before reconstructing the received signals. If the eavesdropper
knows T , Nt and Nr , the received signal ye ∈ R

2Nr ×1 of the
eavesdroppers can be represented as

ye = HeWs + ne = �es + ne, (10)

where �e = HeW is the equivalent sensing matrix to the
eavesdroppers. The subscription ‘e’ is added to reflect the fact
that the experienced channels of the eavesdroppers are not
the same as the legitimate receiver. When T is known to the
eavesdroppers, the problem after repetition is formulated as

ye = HeWs + ne = �es + ne, (11)

where �e ∈ R
2T Nr ×L is the overall equivalent sensing matrix

of the eavesdropper. The secrecy of the proposed system is
attained as explained as follows: The CSI of individual users
is generally different unless their positions are very close
in distance, i.e., within one half distance of the wavelength.
For instance letting the carrier frequency be 2.3 GHz, the
distance is λ/2 = c/(2 f ) = 3 × 1010/(2 × 2.3 × 109) ≈
6.5 cm. However if the distance is only 6.5 cm, the legitimate
receiver is alert to the eavesdroppers easily. Therefore, by
using the TDD scheme and the reciprocity assumption, the
eavesdroppers cannot obtain the CSI between the transmitter
and the legitimate receiver. As a result, it is reasonable to
assume He 	= H.

Since the precoding matrix W is highly related to the H,
and is used as the sensing matrix for decoding, it is very
unlikely that the eavesdroppers can reconstruct the signals
without knowing the CSI of the legitimate receiver. In addition,
later we will discuss that the optimal design of the precoder is
not unique, and thus a channel-independent random matrix can
be included into the precoder without affecting the optimality.
This random matrix can be generated by a unique key (or seed)
known only to the transmitter and the legitimate receiver. As
a result, this property further enhances the encryption, and
the eavesdroppers do not have chance to steal data without
knowing the generation key (seed) or the CSI of the legitimate
receiver H.

III. PROPOSED PRECODER AND POSTCODER

In this section, we describe how to design the precoders
to encrypt the transmitted information. The design criterion
for the precoder is maximizing the received SNR. Moreover,
the precoder designs with full CSI and partial CSI are both
considered. Furthermore, for systems with partial CSI, we
propose a postcoder design for improving the decoding ability
of the proposed system.
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A. Precoder Design for Maximizing Received SNR

The goal of designing the precoder is to simultaneously
achieve high receive SNR and attain encryption in wiretap
channel. Now we show how to design the sub-precoders Pi

to maximize the instantaneous SNR γ , and the equivalent
instantaneous SNR 
 defined in (6) and (8), respectively.

Letting ε2
s = E{ssH }, the instantaneous SNR γ in (6) can

be shown to be

γ = 1

L

ε2
s

σ 2
n

‖HW‖2
F

Nt
.

From (5), we rewrite γ as

γ = 1

L

ε2
s

σ 2
n

∑α
i=1 tr(Pi

H HH HPi)

Nt
= 1

L

ε2
s

σ 2
n

∑α
i=1 ‖HPi‖2

F

Nt
.

(12)

From (12), maximizing γ is equivalent to maximizing the
following objective function:

max γ = max ‖HW‖2
F = max

α∑

i=1

‖HPi‖2
F .

If Pi , 1 ≤ i ≤ α, are designed independently (we will
explain this is true later), the terms ‖HPi‖2

F and ‖HP j‖2
F

can be maximized independently; that is, the maximization
problem does not need to be solved jointly. Also, since ‖ · ‖2

F
is positive, it yields max

∑α
i=1 ‖HPi‖2

F = ∑α
i=1 max ‖HPi‖2

F .
From the above results, the instantaneous SNR in (6) can
be maximized by designing the sub-precoders Pi using the
following relationships:

max γ = max ‖HPi‖2
F . (13)

Next we show that the equivalent instantaneous SNR 

in (8) is maximized if the instantaneous SNR γ for every
transmission is maximized. For notational convenience, let
γ ( j ) be the instantaneous SNR at the j th transmission. From
(8), 
 is expressed as


 = K

L

ε2
s

σ 2
n

‖HW‖2
F

T K Nt
= 1

L

ε2
s

σ 2
n

∑T
j=1 ‖H j W j‖2

F

T Nt
. (14)

From (13), max
∑T

j=1 ‖H j W j ‖2
F ≡ max

∑T
j=1 γ ( j ) for

{γ ( j ), 1 ≤ j ≤ T }. Moreover, individual transmissions are
assumed to be independent because channels are indepen-
dent. Since ‖ · ‖2

F are positive value, max
∑T

j=1 γ ( j ) ≡
∑T

j=1 max γ ( j ). Thus we obtain the following relationships:

max 
 ≡
T∑

j=1

max γ ( j ). (15)

From (13) and (15), we have the following proposition.
Proposition 1 The SNR 
 in (8) is maximized if the sub-
precoder {Pi , 1 ≤ i ≤ α} in (5) is designed to maximize γ for
every transmission. That is, 
 is maximized if Pi is designed
to maximize the following value

α∑

i=1

max ‖HPi‖2
F , (16)

for all T transmissions.

The result in Proposition 1 shows that the proposed precoder
is to maximize the Frobenius norm of �. This result is similar
to that in [33], where the authors shows that a lower bound on
the mean-squared error is achieved when ‖�‖2

F is maximized.
Next let us explain how to design the precoders when the
transmitter side knows full CSI or only partial CSI separately.

B. Design Strategy for Full CSI

If the transmitter side has full CSI, we discuss how to design
the optimal precoder Pi to maximize the SNR 
. From (16),
max ‖HPi‖2

F = max tr(PH
i HH HPi ), where PH

i HH HPi is a
Hermitian matrix. Since H is not a square matrix, we need to
do a little trick to obtain the optimal solution. Letting Q be an
Nt × Nt unitary matrix and Q = [Pi Q0], we can formulate
tr

(
QH HH HQ

)
as

tr
(
QH HH HQ

) = tr

([
PH

i
QH

0

]
HH H

[
Pi Q0

]
)

= tr
(
PH

i HH HPi
)+tr

(
QH

0 HH HQ0
)
. (17)

From (17), we have the inequality

tr
(
PH

i HH HPi
) ≤ tr

(
QH HH HQ

) = (
HH H

)
.

Performing the SVD for H, i.e., H = U
V̂
H

, we have

tr
(
PH

i HH HPi
) ≤ tr(
2). (18)

Equality holds if and only if Pi = V̂ Ui , i.e., a column
orthonormal matrix. That is, Pi is of the form Pi = V̂Ui for
i = 1, . . . , α, where V̂ ∈ R

2Nt ×R is the right singular vectors
corresponding to the R largest singular values of H, and Ui

is an R × R unitary matrix. Thus, the optimal sub-precoder
Pi is the right singular vectors corresponding to the largest
R = rank(H) singular values of the channel matrix H. The
following position summarizes the result.
Proposition 2 The optimal sub-precoder Pi for maximizing
the instantaneous SNR of the proposed system is of the form
Pi = V̂ Ui , and V̂ is the right singular vectors corresponding
to the R = rank(H) largest singular values of H. Moreover,
the resulting SNR is tr

(

2

)
where 
 is the singular value

matrix of H.
Hence, the solutions can be obtained by letting Pi = V̂ Ui

for i = 1, . . . , α and the optimal precoder W in (5) can be
designed by

W = [
V̂ U1 V̂ U2 · · · V̂ Uα

]

= V̂
[

U1 U2 · · · Uα

]
. (19)

Remark 1 The unitary matrices Ui can be obtained
by performing the QR decomposition for several random
square Gaussian matrices. In this case, ‖HV̂Ui‖2

F =
tr(UH

i V̂
H

HH HV̂ Ui ) = tr(V̂
H

HH HV̂ ), which does not
destroy the optimality in Proposition 2.

Now consider the precoders used for repeatedly transmitting
the sparse vector by T times so as to satisfy the RIP in (3).
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The equivalent received signal in (7) can be rewritten as

y = H

⎡

⎢
⎣

V̂ 1
. . .

V̂ T

⎤

⎥
⎦

⎡

⎢
⎣

U11 · · · U1α
...

. . .

UT 1 UT α

⎤

⎥
⎦ s + n

= HVUs + n = �s + n, (20)

where V is the overall precoder, which is a 2T Nt × T R block
diagonal matrix, V̂ i is the singular vectors corresponding to
the R largest singular values of Hi for i = 1, . . . , T , and U
is the encryption matrix that is a T R × αR block matrix with
every sub-block being an R × R unitary matrix obtained by
using Remark 1.
Remark 2 According to (20), encryption is attained via two
aspects. First, according to Remark 1, the encryption matrix
U is independent of channels, and can be generated from
random matrices with a unique key (or seed) known only to
the transmitter and the legitimate receiver. Without knowing
this key (or seed), it is very unlikely that the eavesdroppers
can recover the received signals. Secondly with full CSI, the
proposed system can achieve the maximum SNR by using
the optimal precoder. Meanwhile the system is automatically
encrypted because V̂ i is from the unique CSI between the
transmitter and the legitimate receiver.
It is worth noting that in Shannon’s fundamental paper [18],
he assumed that the eavesdroppers may know the family of
encryption function and the probability of the choosing key,
but not the exact encryption function and key. Thus it may be
reasonable to assume that the eavesdroppers do not know the
exact precoding matrices V and U in encryption systems.

C. Precoder Design for Partial CSI

In FDD (frequency division multiplexing) systems, the
transmitter knows only partial CSI. In this case, the overall
precoder V in (20) should be represented by a finite set of
B-bit codebook W = {C1, C2, . . . , C2B } ⊂ U(2Nt , R), where
U(2Nt , R) is the set of 2Nt ×R real matrices with orthonormal
columns, and the legitimate receiver only sends the index back
to the transmitter. We briefly review two popular codebook
design methods, and then introduce the proposed modified
codebook design:

1) Codebook Design by Grassmannian Subspace Packing:
The authors in [22] designed the codebooks by maximizing
the minimum subspace distance, which is known as the
Grassmannian subspace packing and the following two
distances are introduced for designing codebooks.
The projection two-norm distance:

dproj (C1, C2)=‖C1CH
1 −C2CH

2 ‖2 =
√

1−λ2
min{CH

1 C2},
(21)

where λ2
min{·} is the square of the minimum singular value of

the matrix in the brace.
The Fubini-Study distance:

dF S(C1, C2) = arccos | det(CH
1 C2)|. (22)

The two distance functions may form a criterion for construct-
ing the codebooks given by

W� = arg max
C∈U(Mt ,M)

min
1≤i< j≤2B

d(Ci , C j ). (23)

where d(·, ·) is the distance function either from (21) or (22).
2) Codebook Design by Modified Llyod Algorithm: An

alternative to generate the codebook is by using the vector
quantization (VQ) technique [34], which applies different
geometry viewpoint from Grassmannian subspace packing.
The Lloyd algorithm is a popular approach in VQ, see e.g.,
[27] and [28]. Generally codebook design using Lloyd
algorithm focuses on capacity loss, and the codewords are
vectors. However, the proposed system aims to maximize
the instantaneous SNR, and the codewords are matrices with
orthonormal columns instead of vectors. Hence, we utilize
the distance concept of Grassmannian packing in (21) or
(22), and propose a modified Lloyd algorithm to construct the
codebooks. The main idea is to iteratively compute the local
optimal solutions by maximizing the instantaneous SNR.
Multiple iteration threads with different initial settings lead
to a near global-optimal solution. The proposed algorithm is
summarized as follows:
Proposed modified Lloyd algorithm:

• Condition 1: Nearest neighborhood condition (NNC)
Letting the initial codewords be {Cα | α = 1, 2, . . . , 2B}
and using (23), the optimal partition region (Voronoi cell)
Ai of the i th codeword is

Aα = {V̂ ofthetrainingchannel H̃ by SVD :
d(V̂, Cα) ≤ d(V̂, Cβ),∀α 	= β}

• Condition 2: Centroid condition (CC)
Given the partition regions {Aα | α = 1, 2, . . . , 2B},
the optimal codeword Cα is determined according to the
following criterion:

Cα = arg max
‖C‖2

F =1
E{‖H̃C‖2

F |H̃ ∈ Aα}

= arg max
‖C‖2

F =1
CH RαC

= eigenvectors corresponding to

the R largest eignvalues of Rα,

where Rα is the autocorrelation matrix of local training
channel of the αth region Aα . The above two conditions are
iterated until E{‖H̃C‖2

F |H̃ ∈ Aα} converges.
As for how to select a codeword from the codebook, the

legitimate receiver should first obtain V̂ from the singular
decomposition of H̃, and then finds a suitable index via

C� = arg min
1≤α≤2B

d(Cα, V̂) ∀ Cα ∈ W .

D. Postcoder Design

Since the encrypted signals are sparse, from the view point
of CS, we would like the number K of sparsity be as large
as possible to carry more information. Properly designing the
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postcoder can change the property of the equivalent sens-
ing matrix. As a result, it increases the number of allowable
sparsity under a fixed recovery rate. We introduce the design
of the postcoders. Let the postcoder be E, which is a 2T Nr ×
2T Nr real square matrix. From (7), the received signals after
the postcoder is expressed as

Ey = E�s + En = Ds + En, (24)

where D = E� is a 2T Nr × L matrix. Mutual coherence
measures the maximal correlation and plays an important role
in the success of recovery algorithms. A measure of mutual
coherence is defined as

μ(D) = max
1≤i, j≤L ,i 	= j

|〈di , d j 〉|. (25)

Let the Gram matrix of D be G = DH D. Without loss of
generality, let G have normalized columns. The off-diagonal
entries of G are the inner products, and the mutual coherence
is the off-diagonal entry with the largest magnitude.

It has been demonstrated that the mutual coherence should
be as small as possible to achieve a good recovery rate in
CS (see [35]). The resulting relationship for the parameters is
described in the following inequality

2T Nr ≥ ηKμ2(D) ln L, (26)

where η is a positive constant. Observe that the smaller the
coherence is, the smaller the value 2T Nr is to satisfy (26).
As a result, T and Nr can be small if μ(D) is small.

There is another result about mutual coherence in [25]
that shows the recovery algorithms are guaranteed to find the
sparsest estimated vector ŝ if the following relationship holds:

‖ŝ‖0 <
1

2

(
1 + 1

μ(D)

)
, (27)

where ŝ is the solution for sensing matrix D and ‖ŝ‖0 = K .
From the above discussion, it is desirable to design the

postcoder E to minimize the mutual coherence μ(D), so as
to attain better recovery performance.

There are several approaches for designing the postcoder
E. For example, the authors in [37] designed the postcoder
by an approach that iteratively minimizes the t-averaged
mutual coherence. This approach consumes quite some time
to converge and gain performance improvements. In [38],
the authors used unit-norm tight frames to improve mean
square error performance, and designed the sensing matrix to
formulate an optimization convex problem that can achieve
better performance. However this approach also needs huge
computational complexity to solve the postcoder E. An algo-
rithm that iteratively optimizes the sensing matrix by including
the postcoder for arbitrary size was proposed in [39]. The
authors in [39] attempted to make all subset of columns of D
as orthonormal as possible. In other words, they try to make
the Gram matrix as close as to an identity matrix. Since the
proposed system uses a 2T Nr × 2T Nr square postcoder, it
does not need an arbitrary size postcoder. Thus, instead of
iteratively optimizing the sensing matrix in [39], we exploit the
design concept in [39], and derive a closed-form solution for
the postcoder that can significantly reduces the computational

complexity of the algorithm in [39]. Let us introduce the
proposed postcoder as follows:

Consider the following Gram matrix of the equivalent
sensing matrix,

G = �
H

EH E�.

The object is to design E that makes the Gram matrix G as
close as to an identity matrix. That is, the objective is to have

G = �
H

EH E� ≈ I, (28)

Multiplying both sides of (28) with � on the left, and �
H

on
the right, it yields

��
H

EH E��
H ≈ ��

H
. (29)

Performing the eigenvalue decomposition (EVD) for ��
H

,
we have

��
H = V���VH

�
.

From (29) and the eigenvalue decomposition of ��
H

, the
above equation becomes

V���VH
�

EH EV���VH
�

≈ V���VH
�

,

and it can be manipulated as

��VH
�

EH EV��� ≈ ��.

Finally, this problem is formulated as the following optimiza-
tion problem with respect to E:

min ‖��VH
�

EH EV��� − ��‖2
F . (30)

At the first glance, solving this objective function (30) may
require iterative optimization method as described in [39].
However, as E is square, we can have a closed-form solution
as stated in the following proposition.
Proposition 3 The optimal postcoder E which optimizes the
objective function in (30) has the closed-form solution:

E� = V��
− 1

2

�
VH

�
. (31)

Proof: The derivative of the objective function is

∂

∂E
‖��VH

�
EH EV��� − ��‖2

F

= 4EV��2
�

VH
�

EEH V��2
�

VH
�

−4EV��3
�

VH
�

, (32)

According to (29), we would like to have (32) as closely to
zero as possible, then

EEH = V��−1
�

VH
�

. (33)

From (33) we obtain the optimal postcoder given in (31).

IV. PERFORMANCE ANALYSIS

This section analyzes the performance of the proposed
system. First, we show to determine a suitable value for T .
This is important because when T is large, the transmitted
information decreases. On the other hand when T is small,
the system may violate the RIP, and thus it results in a poor
recovery performance. Moreover, after determining a suitable
value of T , we show how the proposed system can achieve
the perfect secrecy property.
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A. The Minimum Value of T

Let us discuss how to determine the repeating factor T .
Similar to the analysis in [40], we conduct a numerical
simulation to obtain the minimum required number of rows
M for the sensing matrix so as to satisfy the RIP in (3). In
[40], the authors mentioned that when the sensing matrix is
generated using Gaussian random matrices, the relationship of
the system parameters can be described by

M = C K ln (L/K + 1) + 1, (34)

where C is a constant. Our goal is to determine the constant C
and the minimum number M for the proposed system. This can
be done by fixing an L and simulating for several different K .
Under such setting, we can obtain a minimum number M
such that the recovery rate is nearly 100%. Note that it may
be inappropriate to claim the recovery rate achieves 100%
because this is a curve fitting method instead of a theoretical
result. Thus, we may use a reasonable recovery rate, say
greater than 99% in the simulation. The residual non-recovery
rate less than 1% may be corrected by error correction codes.
However, it is worth to point out that depending on the system
requirements, different recovery rates can also be used in the
simulation, and it would affect the value of C [41].

More detailed parameter setting are described as follows:
According to [40], the following stochastic model is used to
describe the sparse vectors of length L:

• The set of sparsity index is a uniformly random set with
K elements from {1, 2, . . . , L}.

• The magnitude of sparsity is binary which can be either
−1 or 1.

We performed 1000 trials. In each trial, the following proce-
dure is executed.

• Sparse vector: a sparse vector s of length L is generated
using the above stochastic model.

• Sensing matrix: the precoder is designed by assuming
that full CSI is known. The elements of the MIMO
channel H are i.i.d. Gaussian variables. Performing the
SVD for H and multiplying it by the precoding matrix
W i.e.,

� = HW = Û
V̂
H

V̂
[

U1 U2 · · · Uα

]

= Û

[

U1 U2 · · · Uα
]
,

where Û, V̂ and Ui for i = 1, . . . , α are Haar matri-
ces [42]. We conjecture that the sensing matrix � is a
Gaussian random matrix. Since this is difficult to prove
analytically, we simulated 10 million data to obtain the
histogram of the sensing matrix for Nr = 4, which is
shown in Fig. 2. Observe that the elements of � are well
approximated by Gaussian distribution CN (0, Nt /2Nr ).
We also verify that the approximation is reasonable for
Nr > 4. Therefore, � is assumed to be an approximated
Gaussian random matrix herein.

• Recovery: ŝ is recovered by using the Dantzig
selector [26], which is regarded as the most powerful
recovering algorithm to date.

Fig. 2. The histogram of the elements in sensing matrices.

Fig. 3. The required number of rows of the sensing matrix as a function
of number of nonzero elements using L = 192 and Nr = 4 is fixed for the
proposed system.

A recovery is said to be successful when s = ŝ. The smallest
value for M is determined when the empirical successful
recovery rate is greater than 99%.
Curve fitting results. Let L = 192 and Nr = 4. Fig. 3 shows
the simulation results (dot and circled curves) and the curve
fitting results (bold curve). From the simulation results, since
M = 2T Nr , increasing T by 1 implies increasing M by 8.
Thus, the value of M increases by a step of 8. As a result,
some values of M have several possible sparsity number K .
The curve is fitted (bold curve) by considering the worst case,
i.e., the minimum number of sparsity for a fixed M , which is
shown in the circled curve. Moreover, we fit the curves for
different values of T and find the results also match (34) well
with C ranging between 1.71 to 1.74, which are shown in
Fig. 4.

As we mentioned above, the recovery rate can be chosen
arbitrarily according to the system requirement. Though not
showing here, by letting the recovery rate be 99.5% instead of
99% and using the above curve fitting method, we can obtain
C = 1.76 for L = 192. Hence, for the proposed system, the
parameters may be determined in the following proposition:
Proposition 4 The relationship among the number K of
sparsity, the number M of rows of the sensing matrix, and
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Fig. 4. The required number of rows of the sensing matrix as function of
number of nonzero elements with different T and Nr = 4 for the proposed
system.

the vector size L can be described by

M = C K ln (L/K + 1) + 1.00, (35)

where C ∈ [1.71, 1.74].
From this proposition, M in (35) can be lower bounded by

M ≥ 1.74K ln (L/K + 1) . (36)

This bound becomes tight as L/K increases, and will be used
in the discussion later. Since M = 2T Nr , using (36), the
minimum repeating number T is given by

T � =
⌈

M

2Nr

⌉
. (37)

It is worth to point out that the bound in (36) obeys the rule
found in [40] and [41] well; that is, in [41], the relationship is
shown to be M = O (K ln (L/K )) if the sensing matrix is a
Gaussian sensing matrix. Moreover, since the sensing matrix �
of the proposed system is assumed to be approximated random
Gaussian, the bound for M in (36) matches the empirical
results. Therefore, the choice of T in (37) should be reliable
to achieve a high recovery rate.

B. Conditions for Perfect Secrecy

The above discussion for T is from the point of view that the
proposed system achieves a high recovery rate. However, we
have not considered how the eavesdroppers would affect the
system parameters. That is, to achieve perfect secrecy under a
fixed T , what is the maximum sparsity K ? By knowing K , we
can calculate the bit rate that simultaneously achieves nearly
full recovery rate and perfect secrecy. This is discussed below
Definition 2 In [16]–[18], a encryption system achieves perfect
secrecy if the probability of a message conditioned on the
cryptogram is equal to the a priori-probability of the message,
i.e.,

P(a = a|b = b) = P(a = a),

where b = �a.

This definition is equivalent to saying that a system achieves
perfect secrecy if the mutual information I (a; b) between the
transmitter and the eavesdroppers is zero, because

I (a; b) ≡
∑

a,b

P(a, b) log (P(a|b)/P(a))

=
∑

a,b

P(a, b) log (P(a)/P(a)) = 0,

In other words, perfect secrecy implies that the eavesdroppers
do not have a chance to steal any data information. The
following lemma shows how to use the proposed system to
achieve perfect secrecy.
Lemma 1 Using the results in [17], let the sparse vector s be
of K -sparsity and M ≥ 2K , the nonzero elements of s have
uniform distribution, and the sensing matrix � ∈ R

M×L satisfy
the RIP. Assume that the eavesdroppers do not know either U
(key for generating random matrices) or V (precoding matrix
related to CSI) as mentioned in Remark 2. Then, the property
of prefect secrecy can be achieved via CS for the proposed
system.

Using Lemma 1, we are able to obtain the mutual infor-
mation is equal to zero i.e., I (a; b) = 0. Furthermore, by
Lemma 1, we have the following proposition about the bit
rate.
Proposition 5 Let M = 2K . If K and L are chosen such that
2 < L/K ≤ e

1
0.87 − 1 ≈ 2.16, the achievable bit rate, which

simultaneously achieves perfect secrecy and a recovery rate
more than 99%, can be expressed by

Io = 1

T �

K + log2
(L

K

)

L
, (38)

where T � is determined by (37).
Proof: To satisfy Proposition 4 and Lemma 1, we have

the following constraint:

1.74K ln(L/K +1)≤ M =2K ⇒ L

K
≤e

1
0.87 −1≈2.16. (39)

Since the proposed system is underdetermined linear model,
this yields

M = 2K < L ⇒ 2 <
L

K
. (40)

(39) and (40) lead to the given condition in this Proposition.
Under such condition, the system achieves perfect secrecy
and a recovery rate more than 99%. Also, the corresponding
achievable bit rate in (38) can be obtained by letting M = 2K ,
T � = �K/Nr �, and then substituting (37) into (9). Since
T � is the minimum required repeating factor, the resulting
bit rate is the maximum achievable bit rate for the proposed
system.

Note that the proposed codebooks in Sec. III are generated
via random matrices and thus they satisfy the RIP. Once the
matrices sizes are determined according to Lemma 1 and
Proposition 5, it is true to state that using the proposed code-
books does not affect the secrecy of the proposed encryption
system from the discussion in Lemma 1 and Proposition 5.
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Fig. 5. The eavesdropper estimates the different levels of full CSI at the
transmitter.

V. SIMULATION RESULTS

In all experiments, the data information is encoded into
sparse vectors with length L = 64, and the nonzero elements
are ±1. The channel coefficients of Hc are i.i.d. complex
Gaussian distributed with CN (0, 1). More than 100000 itera-
tions were conducted to compute the recovery rate. The MIMO
antennas are Nr = 4 and Nt = 7. The 16 unitary matrices, i.e.,
Ui were generated by conducting the QR decomposition for
16 4 × 4 square Gaussian random matrices. Three recovery
algorithms were used to reconstruct the signals including
the Orthogonal Matching Pursuit (OMP) [25], the Subspace
Pursuit (SP) [43], and the Dantzig selector [26]. Note that the
Dantzig selector is currently recognized as the most powerful
recovery algorithm in CS and thus its performance can be
regarded as a benchmark.
Experiment 1. The eavesdroppers knew U and different
levels of CSI. Consider the worst case that the eavesdroppers
know U and also different levels of noisy CSI. The channel
known to the eavesdropper is He = Hc + σeδ, where δ is
assumed to be i.i.d. CN (0, 1) and σ 2

e is the mean squared
estimation error. Since the eavesdropper uses He to obtain
the precoder Ve, which is very different from the true pre-
coder V. Consequently, it results in very different equivalent
sensing matrix and the recovery performance of eavesdroppers
degrades significantly. Let the SNR be 30 dB. Fig. 5 shows the
simulation results. Observe that the recovery rate is low for the
eavesdropper. With σ 2

e = 0.01, the recovery rate is only 65%
for one sparsity using the benchmark Dantzig selector. This
shows that the Dantzig selector is very sensitive to the accuracy
of the CSI. For σ 2

e = 0.25, the eavesdroppers can hardly
reconstruct any data with either OMP or the Dantzig selector.
Therefore, recovery performance is poor for the eavesdroppers
if they do not know the exact CSI.
Experiment 2. Recovery rate for different M . This example
is to verify (36), which shows the maximum number of
sparsity to attain a recovery rate more than 99%. The recovery
algorithm is the Dantzig selector. Fig. 6 shows the recovery
rate as a function of the number K of sparsity for M = 40
and 60. Observe that the simulation results corroborate the
theoretical result in (36). That is, from (36), the maximum

Fig. 6. Recovery rate with different M.

Fig. 7. Recovery rate with different SNR.

numbers of sparsity to attain a 99% recovery rate are K = 12
for M = 40, and K = 30 for M = 60. The figure indeed
shows that the recovery rates for M = 40 with K = 12, and
M = 60 with K = 30 are both greater than 99%.
Experiment 3. Recovery rate for different SNR. Let T = 5,
Fig. 7 shows the recovery performance for SNR = 10, 20
and 30 dB. Observe from the figure, the Dantzig selector can
perfectly recover the sparse vector with K ≤ 10 when SNR
is greater than 20 dB. On the other hand, although the OMP
algorithm is simple but its recovery performance is far worse
than that of the Dantzig selector.
Experiment 4. Recovery rate for different repeating num-
bers T . Let the SNR be 25 dB, Fig. 8 shows the recovery
performance for T = 5 and 7. Observe that for the Dantzig
selector, decreasing T from 7 to 5 does not degrade the
performance seriously. On the other hand, for the OMP
and SP algorithms, increasing T improves the performance
significantly. In addition, the Dantzig selector with T = 5
outperforms both the OMP and SP algorithms with T = 7.
Similarly the SP algorithm with T = 5 outperforms the OMP
algorithms with T = 7. Since increasing T would decrease
the bit rate, this example shows that using powerful recovery
algorithm can help increase bit rate for the proposed system.
Experiment 5. Recovery rate with full CSI and partial CSI.
The performance with full CSI and partial CSI is shown in
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Fig. 8. Recovery rate for different T .

Fig. 9. Recovery rate with full CSI and partial CSI.

Fig. 9. For partial CSI, the codebooks are generated using the
proposed modified Lloyd algorithm. From the figure, although
the Dantzig selector needs high computational complexity, it
is not that sensitive to CSI compared to the OMP and SP
algorithms. Thus, if the Dantzig selector is used, the codebook
size can be kept small so that only small amount of feedback
information is needed. From Remark 2, the codebook may
be regarded as the second encryption key. Therefore, if the
eavesdroppers do not know the codebook, they are unlikely
to recovery the transmitted information, even through the
codebook size is small.
Experiment 6. Recovery rate with postcoder. Fig. 10 shows
the performance with and without the proposed postcoder.
Observe from the figure, the performance of the OMP and
SP algorithms can be dramatically improved if the proposed
postcoder is applied. For the SP algorithm with the postcoder,
it can even achieve comparable performance with the Dantzig
selector. Thus if complexity is the main concern and the
Dantzig selector is not available, the proposed postcoder
provides an alternative that well leverages between complexity
and performance.
Experiment 7. The achievable bit rate. Let L = 65. Fig. 11
shows the actual bit rate which guarantees nearly full recovery
rate and prefect secrecy in Proposition IV-B. The bit rate
Io can be up to 0.7 if the proposed system uses Nr = 16.
Also, observe that increasing T more seriously affects the

Fig. 10. Recovery rate with the proposed postcoder.

Fig. 11. The bit rate for prefect secrecy and nearly recovery rate.

bit rate than decreasing K . Therefore, to increase bit rate,
it is suggested to use large Nr , or decreasing K instead
of increasing T . This example may provide a useful design
reference to determine the bit rate for practical realizations.

VI. CONCLUSION

In this paper, we proposed a precoding and postcoding
system to achieve data secrecy at the physical layer. The
precoding procedure makes the proposed system an under-
determined linear system. Thus recovery algorithms for com-
pressive sensing can be used to reconstruct the transmitted
signals. When full CSI is available, the proposed precoder can
maximize the receive SNR. At the same time, the proposed
precoder can be regarded as a key to encrypt the signals. When
only limited feedback is available, we proposed a modified
Lloyd algorithm to construct the codebooks to represent the
proposed precoder. The codebook itself can be regarded as a
key. If the eavesdroppers do not know the key, it is almost
unlikely for them to reconstruct the data. Moreover, when full
CSI is not available, we proposed a postcoding design so that
the system can achieve comparable performance with systems
having full CSI. Furthermore, we analyzed the proposed
system from the view points of recovery rate and secrecy, and
showed how to attain full recovery rate and perfect secrecy.
Finally from the simulation results, we had several interesting
observations: First, if the eavesdroppers do not have full
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precoding information such as the numbers of transmit and
receive antennas, repeating number, and the codebook, the
recovery rate is approximately zero, which shows the great
security of the proposed system. Secondly, we found powerful
recovery algorithms, i.e., the l1 optimization methods, can
help increase the bit rate and reduce the feedback information
of the proposed system. Thirdly, the proposed postcoder can
compensate the SNR loss when full CSI is not available; this
is more pronounced when low-complexity recovery algorithms
such as OMP and SP are used.
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