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Robust Video Coding Based on Hybrid
Hierarchical B Pictures

Wen-Jiin Tsai, Yu-Chen Sun, and Po-Jui Chiu

Abstract—Compressed video streams transmitted over error-
prone environments are usually corrupted by transmission errors.
Error-concealment techniques can be used to recover the lost
information. In this paper, a hybrid model is proposed to improve
the error-concealment performance. The model combines two
hierarchical B-picture coding structures such that key-frames,
reference B frames, or even nonreference B frames have buddy
frames to serve as their data recovery frames when they are
lost. With buddy frames, the distance between a lost frame and
its recovering frame can be substantially reduced. In addition,
an improved estimation method is also proposed to further
increase the accuracy of recovering motion. Error-concealment
performance can thus be significantly improved with little bit-
rate redundancy. We have conducted experiments to compare its
performance with other methods, and the results show that the
proposed hybrid model outperforms these competed methods.
The advantages of the proposed hybrid model are demonstrated
in error-free and packet-loss environments.

Index Terms—Error concealment, error-resilient coding, hier-
archical B pictures, hybrid model.

I. Introduction

DURING the stage of transmission through the error-
prone environment, packet loss might occur due to

signal degradation, oversaturated bandwidth, or routing issues.
Moreover, the data may arrive too late to be used in real-time
applications. In the case of the transmission of compressed
video sequences, this loss may result in a completely damaged
stream at the decoder side. Error-resilience (ER) and error-
concealment (EC) techniques are required for displaying a
pleasant video signal despite the errors and for reducing
distortion introduced by error propagation.

In recent years, several ER methods have been developed.
Forward error correction (FEC) [1] is a general approach to
allocate information redundancy to combat packet loss. Intra/
inter coding mode selection [2] adaptively encodes intra-
encoded block to eliminate error propagation. Error-resilient
rate-distortion optimization [3] further proposed a coding
strategy considering network condition. Flexible macroblock
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ordering [4], [5] spatially interlaces information to combat
burst errors. Multiple description coding (MDC) [6], [7]
further generalizes this concept that divides the information
into several descriptors. Most of them were built on
the conventional H.264/AVC [8] coding structure. Since
a hierarchical B-picture structure demonstrates superior
compression performance than the conventional one [9], this
paper is concerned with the hierarchical B-picture structure.
In a hierarchical B-picture prediction framework, the B
frames at the coarser temporal levels can be used as a
reference for the B frames at the finer temporal levels and,
therefore, the coding efficiency can be further improved.
Compared with classical H.264/AVC prediction structure
IBBP, the improvement can be more than 1 dB, as described
in [9]. Even though hierarchical-B picture coding has been
widely used in scalable extension of H.264/AVC (SVC) [10]
to provide temporal scalability, error-concealment algorithms
adopted on it are still very simple. Zhu and Liu [11] proposed
an MDC based robust video coding method based on the
hierarchical B-picture structure. It generates two descriptors
by duplicating the original sequence and then encoding them
by using hierarchical B structure with staggered key frames in
the two descriptors. By using different QPs at different levels,
their approach enables each frame to have two different
quality fidelities in different descriptors for error resilience.

In the case of packet loss, EC techniques can be used
to recover the lost information. There are many existing
EC algorithms, such as spatial interpolation [12], frequency
domain interpolation [13], [14], and temporal compensation
based on interframe correlation [15]. Among them, temporal
error concealment is the most widely used approach, especially
to combat the whole-frame loss problem, when hierarchical
B-picture coding is used. The simplest temporal EC method
is frame copy [16], in which each damaged macroblock is
directly replaced by the colocated one in the temporally
previous picture. Although it seems to be simple and fast,
it suffers from large distortion in the case of fast motion
in the erroneous block area. Thus, some methods based on
motion compensation have been proposed, which replace the
lost block with the one from the previous frame that is
shifted to compensate for the estimated motion. To eliminate
the complexity of motion estimation in these methods, an
approach based on temporal direct mode [17] has been adopted
in H.264/AVC (SVC) [10]. It derives the motion vector for
each block in the lost B-picture according to the motion vector
of the colocated block in the temporally subsequent reference
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Fig. 1. Hierarchical B-picture prediction structure (n is a multiple of 8).

picture. This method has low computational complexity due
to no motion estimation. However, its EC efficiency is usually
unsatisfactory. Yan and Gharavi [18] proposed a method that
estimates the missing motion of a block by using the motion of
its neighboring blocks. For the hierarchical B-picture structure,
Ji et al. [19] proposed a method based on enhanced temporal
direct mode [20], in which the motion vectors for each block
are allowed to be derived from the temporally not only
subsequent reference picture, as in H.264/AVC, but also the
previous reference picture. Thus, the approach in [19] derived
motion of each block in the lost picture from the motion vector
of the colocated block in the temporal subsequent or previous
reference picture. In addition, they also proposed that the
motion of the damaged block can be derived from the motion
vectors of the colocated blocks in the temporally neighboring
left and/or right B-pictures at the next higher temporal level.
Their experimental results show that motion prediction in this
way can improve the EC performance.

However, in the aforementioned temporal EC approaches,
only the prediction of missing motion is discussed. The esti-
mation of missing pixel values is seldom addressed. A widely
used technique is to estimate the missing pixels by using pixels
on the reference pictures of the lost picture. However, in the
hierarchical B-picture coding structure, the distances between
a lost picture and its reference pictures are often far apart
in display order, especially when the loss occurs at lower
(coarse) hierarchical levels. Estimating missing pixels in this
way usually result in bad EC performance. Furthermore, when
the reference pictures are far apart from the lost pictures, the
accuracy of the prediction for missing motions is also degraded
because large distance motion may not remain linear as it is
usually assumed in motion interpolation or extrapolation.

In this paper, an error resilient coding based on hierarchical
B pictures is proposed. In our approach, a new hierarchical
coding structure that combines two conventional hierarchical
coding structures is employed to reduce the distance between
a lost picture and its recovering pictures. In addition, based on
the new structure, an improved estimation method is proposed
to further increase the accuracy of recovering motion. Exper-
iments demonstrate that encoding hierarchical B pictures in
this way can improve error-concealment performance signifi-
cantly. It is worth mentioning that, for error concealment, the
proposed method is the first one that utilizes buddy frames to
reduce the recovery distance, and thus increase the confidence
of the frames used for recovery. The proposed method could
cooperate with most state-of-the-art studies.

II. Background

A typical hierarchical prediction framework with four
dyadic hierarchy levels is illustrated in Fig. 1, where the key

Fig. 2. Experimental setting for different combinations of motion frames
(DF0, DF2, and DF3) and data frames (MF0, MF2, and MF3). (n is a multiple
of 8.)

TABLE I

Experimental Result for All Combinations of

Motion Frames and Data Frames

frames (which can be I or P frames) are coded in regular
intervals. A key frame and all frames that are temporally
located between the key frame and the previous key frame
form a group of pictures (GOP). The remaining B frames are
hierarchically predicted using two reference frames from the
nearest-neighboring frames of the previous temporal level, as
shown in Fig. 1. For optimized encoding, it is better to set
smaller QPs for the frames that are referenced by other frames.
In the joint scalable video model 11 (JSVM11) [21], QPs of
the B frames at level-1 equal to the QPs of the I/P frames plus
4, and the QPs increase by 1 from one hierarchical level to
the next level.

We refer to the I/P frames at the lowest hierarchical level as
key frames; the B frames at intermediate levels as reference
B frames (RB frames) because they are used as reference;
and the B frames at the highest level as nonreference B
frames (NRB frames) because they are not used as reference.
Hierarchical B-frame structure has the characteristic that the
frames at different levels have different reference distances
(which means the temporal distance between a frame and its
reference frame). Among the three types of frames, key frames
have the longest reference distance, RB frames the medium,
and NRB frames the shortest.

III. Motivation

Temporal error concealment in the hierarchical B-picture
structure includes lost-motion and lost-pixel recovery. The lost
information is estimated by referring other valid frames. The
lost-motion would be estimated by interpolating, extrapolating,
or compositing the motion vectors of the blocks in the motion
prediction frame (MF). Then, the lost-pixel could be recovered
from pixels of the data prediction frame (DF) according to
estimated motions. DF can be different from MF. To have
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TABLE II

Minimal Pixel Recovering Distances for Lost Frames at

Different Hierarchical Levels

better error concealment, it is important to select appropriate
MFs and DFs. Because the correlation of the lost frame
and the referred frame increases when the frame distance
decreases, frames within smaller distance could provide more
reliable recovering information and thus better concealment
performance. To explore the relation between error conceal-
ment performance and recovery distance, experiments were
conducted for Foreman sequence (CIF), where assume that
a four-level hierarchical B-frame structure is adopted and
frame-loss occurs on every level-1 frame. To recover these
lost frames, temporal concealment is applied with various
selections of DFs and MFs. As illustrated in Fig. 2, to recover
frame n + 4, both MFs and DFs were chosen from frames
n + 5, n + 6, or n + 8, denoted by MF3/DF3, MF2/DF2, and
MF0/DF0, respectively, because they are on levels 3, 2, and
0, respectively. We conducted experiments for all the possible
combinations of DFi and MFi, where i = 0, 2, 3, and the results
are shown in Table I. Note that some combinations in Table I
may not be realistic because the DF frames are unavailable (not
yet been decoded) when performing error concealment, e.g.,
DF2 and DF3 are not available when level-1 frames are under
error concealment. We still simulate these cases for illustrating
the rationale behind the proposed method. To simulate these
cases, we first assume the lost level-1 frame is not actually lost,
so it can be correctly decoded and used for decoding both DF2
and DF3. Then, the decoded DF2 and DF3 are used to recover
the lost level-1 frame. In other words, this experiment was
conducted to ignore the error propagation effect and to focus
on evaluating how the concealment performance is affected by
various recovering distances. Obviously, this is not a realistic
system but only for explaining the importance of recovering
distance. In Table I, the cell (MF0, DF0) means to use level-0
frames (i.e., frame n + 8) as both DF and MF for recovery.
Note that frame n + 8 is the reference frame of the lost frame
in this example; choosing MF and DF in this way is known
as temporal direct mode (TDM) [17] of H.264/AVC.

Instead of using reference frames as both MFs and DFs,
WTDM [19] chooses MFs from the frames on the next higher
level of the lost frame to reduce motion recovering distance.
Note that since motion vector decoding of a frame does not
depend on other frames in H.264/AVC, it is possible to obtain
motion vectors of an MF frame located at a higher level than
the lost frame, even though all the pixels of this MF frame

have not been decoded. In our example, the corresponding
performance is the case shown in cell (MF2, DF0). Compared
with the one in (MF0, DF0), the performance is improved
because motion recovering distance becomes shorter. From
this result we might expect that choosing MF3 as the motion
prediction frame should produce the best error-concealment
quality because MF3 has the shortest motion recovering dis-
tance. However, it is not as expected when DF0 is adopted
as the data prediction frame, as can be seen in Table I where
(MF3, DF0) performs worse than (MF2, DF0). The reason
might be that even though MF3 is located close to the lost
frame, it is far away from DF0. Therefore, the motion vectors
in MF3 need to be greatly extrapolated to reach DF0, resulting
in the decrease in motion accuracy and hence the degradation
in error-concealment quality. The result implies that MF and
DF should not be determined independently.

Although many methods have been proposed to select
proper MFs to reduce motion recovering distance, how to
reduce data recovering distance is seldom discussed. Most
studies use pixels on the reference frames to recover missing
pixels. Selecting DFs in this way may result in long data
recovering distance. Take level-1 frame loss as an example,
reference frames of the frame n + 4 in Fig. 1 are frames n and
n + 8, both of them are four frames away from frame n + 4 in
display order; namely, the data recovering distance will be 4
if frame n + 4 is lost. Table II shows data recovering distances
for frame loss in different hierarchical levels, respectively,
assuming that their reference frames are used for recovery. It
can be seen that data recovering distances are large, especially
for the cases of frame loss in lower hierarchical levels.
However, long data recovering distance may result in severe
quality degradation, as can be seen in Table I where the
performance with DF0 is always the worst, while that with
DF3 is always the best, if the same MFs are adopted. This
implies that if data recovering distance can be reduced, it
is very promising that error-concealment performance can be
improved. However, with a hierarchical coding structure, it
is hard to take advantage of those frames with recovering
distances shorter than reference frames because these frames
have not yet been decoded when the lost frame is under
recovery. To solve this problem, we propose a variation of
hierarchical B structure to reduce data recovering distance.

In summary, both motion and data recovering distances
influence error-concealment performance significantly. In this
paper, an approach based on the hierarchical B-picture struc-
ture is proposed, which is aimed at jointly determining MFs
and DFs to reduce both motion and data recovering distances.

IV. Proposed Method

Here, a variation of hierarchical B structure is proposed for
better error-concealment performance. As mentioned above,
key frames have the longest reference distance, resulting in
the worst error-concealment performance when they are lost.
To improve the performance, a hybrid model called HN+1

is proposed, which combines an N-level with a one-level
hierarchical B-picture structure. As an example in Fig. 3(a)
where N = 4, by combining a four-level and a one-level
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Fig. 3. Proposed hybrid model based on hierarchical B structure. (a) H4+1
model (n is a multiple of 9). (b) H4+2 model (n is a multiple of 10). (c) H4+3
model (n is a multiple of 12). (d) H4+4 model (n is a multiple of 16).

hierarchical B structures, each key frame in the resulting
sequence has a neighboring frame located at the same level.
Rather than encoding frame n + 10 as a level-2 RB frame
in the conventional hierarchical B structure shown in Fig. 1,
the proposed model will encode frame n + 10 as a key frame
(I/P frame). We call a key frame and its neighboring key frame
the buddy frames which are a pair of frames used to recover
each other when there is a loss. In Fig. 3(a), frame n + 9 and
frame n + 10 are buddy frames. If frame n + 9 is lost, instead of
using its reference frame (frame n) for missing pixel recovery,
its buddy frame n + 10 is used. Compared with WTDM [19]
described in the previous section, the proposed H4+1 reduces
the recovering distance of key frames from eight to one frame.
By employing buddy frames in this way, error-concealment
performance of key-frame loss can be improved significantly.

In addition to key frames, RB frames also suffer from
the problem of long data recovering distance. The proposed
buddy frames can also be applied to RB frames. The hybrid
model HN+2 that is a variation of HN+1 is proposed for this.
It combines an N-level hierarchical B structure with a 2-level
hierarchical B structure as an example in Fig. 3(b), where
N = 4. By combining a four-level and a two-level hierarchical
B structures, not only each key frame but also each level-1
RB-frame such as frame n + 5 in the resulting sequence has
buddy frames located at the same level. In Fig. 3(b), if RB-
frame n + 5 is lost, instead of using its reference frames
for missing pixel recovery, its buddy frame [frame n + 6 in

Fig. 4. Architecture of the proposed hybrid model HN+M. (a) Encoder
architecture. (b) Decoder architecture.

Fig. 3(b)] will be used. Compared with WTDM [19] where
reference frames are used for recovery, H4+2 reduces the data
recovering distance of RB-frame n + 5 from four frames (the
distance between frame n + 4 and its reference frames shown
in Fig. 1) to one frame only [the distance between frame n + 5
and its buddy frame in Fig. 3(b)].

Similarly, the proposed buddy frames can also be applied to
level-2 RB-frames and level-3 NRB-frames to reduce their data
recovering distances. Two variations of hybrid model, HN+3

and HN+4, are shown in Fig. 3(c) and (d), respectively. The
HN+3 model in Fig. 3(c) combines a four-level and a three-level
hierarchical B structures, while the HN+4 model in Fig. 3(d)
combines two four-level hierarchical B structures. As observed
in these figures, H4+3 model reduces the recovering distance
of level-2 RB-frame [e.g., frame n + 3 in Fig. 3(c)] from two
to one frame and H4+4 model keeps the recovering distance of
level-3 NRB frame [e.g., frame n + 2 in Fig. 3(d)] as one frame.

The proposed various hybrid models can be generalized as
a HN+M model which means that the resulting sequence is
the combination of an N-level hierarchical B-picture structure
and an M-level one. The encoder architecture of the HN+M

model is depicted in Fig. 4(a). As the figure shows, the frames
in the sequence are split into two groups: G0 and G1 first,
and then each group will go through a standard hierarchical
B picture encoder to perform motion estimation, transform,
quantization, and entropy coding. The G0 frames are encoded
as an N-level hierarchical structure and the G1 frames as an
M-level structure, resulting in a HN+M sequence.

Different hybrid models are made up by different G0 and
G1 frames. For example, in H4+1 model, the G1 frames consist
of frames 1, 10, 19, 28, . . . , etc., while in the H4+2 model,
they are frames 1, 6, 11, 16, . . . , etc. For N = 4, the G1 frames
of the four variations are summarized as follows, where m is
an integer

H4+1 : frames 1, 10, 19, 28, . . ., 9m + 1
H4+2 : frames 1, 6, 11, 16, . . ., 5m + 1
H4+3 : frames 1, 4, 7, 10, . . ., 3m + 1
H4+4 : frames 1, 3, 5, 7, . . ., 2m + 1.

The decoder architecture of the proposed hybrid model
HN+M is depicted in Fig. 4(b), where the received frames
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Fig. 5. Motion interpolation, composition, and extrapolation. (a) Motion
vector interpolation. (b) Motion vector composition. (c) Motion vector ex-
trapolation.

are first split into two groups, G0 and G1. Then, each group
will go through a standard hierarchical B decoder for entropy
decoded, de-quantized, and inversely transformed. G0 frames
are decoded with an N-level hierarchical structure; while G1
frames are decoded with an M-level one. Finally, the frame-
merge and estimation procedure is used to reconstruct the
order of frames for generating output sequence. If the decoder
does not receive the two structures intact, the estimation
procedure will be used to estimate the lost data. The estimation
method is detailed in the next section.

V. Estimation of Lost Pictures

In the proposed method, we assume that each frame is
divided into slices in a raster scan order. In the case of packet
loss, it will result in successive macroblock loss, regardless
of frame types and levels. Each lost block is recovered based
on temporal correlation since the neighboring blocks are also
lost. Namely, both data and motion prediction frames (i.e., DF
and MF) must be determined for error concealment.

To serve as DFs requires that these pictures are decoded
earlier than the lost picture. Therefore, for the hierarchical
B structure, almost all the error-concealment methods choose
reference frames of the lost frame to serve as the DFs. The
DF can be in the backward direction, forward direction, or
both. Since data correlation among pictures involved tends to
considerably weaken as the temporal distances among these
pictures become longer, for a lost picture, it is better to choose
pictures near in the display order to serve as its DFs. Therefore,
in the proposed hybrid model, we choose the buddy frame of
the lost frame to serve as DF because it is usually located
near in temporal distance. However, not every frame has buddy
frame. For example, in H4+1 model, only level-0 frames have
buddy frames; while in H4+2 model, both level-0 and level-1
frames have buddy frames. If the lost frame has no buddy
frame or the buddy frame is also lost, we simply use its
reference frames to serve as DFs. That is, for the lost frame

Fig. 6. Coding structures of hybrid model H4+4 and the original model.
(a) Hybrid model H4+4 (n is a multiple of 16). (b) Original model (n is a
multiple of 8).

F l
t with hierarchical level l at time instant t, we select its DF

as

DF(Fl
t ) =

{
Fl

tbuddy
, if has buddy frame
Fk

tref
, otherwise

where k can be l, l − 1, or l − 2, depending on what level
the reference frame of the lost frame is. As an example, for
the H4+2 model in Fig. 3(b), if frame n + 8 is lost, its DFs are
frame n + 5 and frame n + 10 because it has no buddy frame.
But if frame n + 5 is lost, the DF will be its buddy frame n + 6.

As for MFs, since we can obtain motion information of a
frame even though it has not been decoded, the MFs can be the
frames later than the lost frame (in decoding order). As dis-
cussed in Section III, how to choose MF depends on not only
motion recovering distance but also pixel recovering distance.
Therefore, instead of using reference pictures at lower levels,
if the lost frame has a buddy frame, we choose the nearest
pictures at higher levels to serve as MFs because these pictures
are temporally closer to the lost picture in display order.
Otherwise, we choose the pictures at next higher level to serve
as MFs [19] to prevent motion interpolation/extrapolation. As
an example, if frame n + 5 in Fig. 3(b) is lost, we will select
frames n + 4 and n + 7 (rather than its reference frames n and
n + 10) as its MFs. But if frame n + 5 in Fig. 3(a) is lost,
since it has no buddy frame, we will select frames n + 3 and
n + 7 as its MFs. This selection policy is applied to all frames
except NRB frames that are at the highest level within the
hierarchical structure. For NRB frames, the MFs are selected
from the reference frame at the next lower level or the buddy
frame at the same level. As an example, if NRB frame n + 5 in
Fig. 3(c) is lost, its reference frames n + 3 and n + 6 at lower
levels are chosen as its MFs because it has no buddy frame.
But if NRB frame n + 6 in Fig. 3(d) is lost, its buddy frame
(frame n + 7) at the same level will be chosen.

Once both DFs and MFs of the lost picture have been
determined, for every block in MF, its motion vector(s) are
composed, extrapolated, or interpolated so that the motion vec-
tors pointing to the lost frame from DFs can be obtained. Such
motion vectors are called recovery motion vectors (RMV). If
DF and MF are on different sides of the lost frame along
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TABLE III

Performance Comparison Between Hybrid Model H4+4

and the Original Model. Both Models Encode

Mobile Sequence (CIF) at 1900 kb/s

temporal dimension, the MV pointing to DF from MF are
interpolated to obtain the RMV as illustrated in Fig. 5(a),
where the RMV is denoted using a solid arrow. If DF and
MF are on the same side of the lost frame, the MV pointing
to DF from MF are either extrapolated or composed to get
RMV, as illustrated in Fig. 5(b) and (c). In the case of motion
vector composition, we would like to derive the motion vector
pointing to DF from the lost frame by using two reference
vectors, MF to DF and MF to the lost frame. Therefore, we
composite these two reference vectors to get the RMV. Once
all the RMVs have been derived, if a location on the lost
picture is pointed by more than one RMV, its pixel value is
replaced by the average of these pointing pixels on the DFs. If
a location on the lost picture is not pointed by any RMV, the
motion vector of the colocated pixel on the DF will be scaled
and serve as RMV [24].

VI. Experimental Results

A. Effects of Hybrid Structures

To see the effects of the proposed hybrid model, the
experiment was first conducted for comparing the proposed
H4+4 with a standard hierarchical B-frame structure with four
levels. It is interesting to observe that both structures contain
two key frames, two level-1 frames, four level-2 frames, and
eight level-3 frames for every successive 16 frames, as seen
in Fig. 6(a) and (b). With the same number of frames for each
frame type, standard structure encodes the 16 frames as two
successive GOPs, while H4+4 encodes them as two independent
GOPs with interleaved positions in display order. Table III
shows the resulting performance of the two structures. It can
be seen that H4+4 performs worse than the standard structure
for the error-free case as expected because temporal prediction
distance in H4+4 is much farther than that in the standard
one. However, in the case of packet loss, H4+4 shows superior
performance. The result shows that, with the proposed hybrid
structure, H4+4 did improve error resilience significantly. Fig. 7
shows the visual comparison of concealment results between
a conventional model and the H4+4 hybrid model.

B. Effects of Hybrid Structure Variations

There are four variations of hybrid models: H4+1, H4+2, H4+3,
H4+4. This section examines how they affect error resilient
capability. Since how often a key frame is encoded as an

Fig. 7. Visual performance comparison between hybrid model H4+4 and the
conventional model. Both models encode Mobile sequence (CIF) at 1900 kb/s.
The major differences are highlighted by red circles. (a) Original frame.
(b) Conventional model. (c) H4+4 hybrid model.

Fig. 8. Difference between Sync1, Sync2, and Equal (using H4+2).

I-frame instead of a P-frame also affects the performance of
the overall sequence, we adopt the same I-frame period, 32, for
G0 frames in the four hybrid models. As for G1 frames, three
different I-frame period settings are used for comparison. The
first setting, called Equal, is to use the same I-frame period
(i.e., 32) for G1 frames in the four models. Using H4+2 as an
example, adopting Equal setting means that GOP size of G1
is also 32. Since G0 is a four-level hierarchy and G1 is two-
level hierarchy in H4+2, the same GOP size of 32 means that
the distance between successive I-frames in G1 is much larger
than that in G0. The second setting, Sync1, is to synchronize
the positions of I-frames in G0 frames and G1 frames. With
Sync1, the I-frame periods of G1 frames are 4 in H4+1, 8 in
H4+2, 16 in H4+3, and 32 in H4+4. Using H4+2 as an example
where the GOP size of G0 is 32, its G0 will have four frames
at key frame level, four B-frames at level 1, eight B-frames at
level 2, and 16 B-frames at level 3 for one GOP. Using Sync1
for this H4+2 model means that its GOP size of G1 will be 8
because it consists of four key frames and four B-frames at
level 1, just like G0. The third setting, Sync2, simply doubles
the Sync1 I-frame periods for G1 frames, and keeps I-frame
period as 32 for G0 frames. Using H4+2 as an example, one
GOP of G1 will consist of 16 frames, including eight key-level
frames and eight B-frames at level 1. It is obvious that, among
three settings, Equal setting has the best coding efficiency and
Sync1 the worst. However, Sync1 has the shortest (the best)
error propagation length and Equal setting has the longest (the
worst) one. Fig. 8 illustrates the difference of Sync1, Sync2,
and Equal settings.
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TABLE IV

Packet-Loss Performance Comparison

Table IV shows the PSNR as a function of packet-loss
rate (PLR) for 12 combinations of the four hybrid models
with three I-frame period settings under four CIF sequences:
Foreman, Mobile, News, and Soccer. All combinations encode
the same sequence using the same bit-rate for fair com-
parison and the results presented are the averages of 100
independent runs. It is observed that, among the three I-
frame period settings, Sync1 has the best performance. Among
the 12 combinations, H4+3 with Sync1 achieves the overall
best performance for all the sequences. Why H4+3 performed
the best among the four variations of hybrid models can
be explained as follows. For the four hybrid models, buddy
frames are allocated at different levels to decrease recovering
distances. As can be seen in Table II, allocating buddy frames
at levels 0, 1, 2 can reduce recovering distances, respectively,
from 8, 4, and 2 to 1. However, using buddy frames at
level 4 cannot reduce the distance because the distance in
the conventional structure is already 1. Thus, H4+3 can fully
take advantage of buddy frames at levels 0, 1, 2 to reduce
recovering distances. H4+4 cannot perform better than H4+3

because the buddy frames at level 3 cannot reduce recovering
distance to improve error concealment. Besides, allocating
more frames at high levels in H4+4 means that more frames
will be encoded with large QP because the quantization setting
that we adopted is based on the suggestion in [21]. As a result,
H4+3 have better overall performance than H4+4. As for various
GOP settings of buddy frames (Sync1, Sync2, and Equal),
when GOP size increases, the coding efficiency of buddy
frames would increase because more frames are intercoded.
However, large GOP size would increase error propagation
lengths, and thus degrade the performance. The experimental
result shows that Sync1 which has the smallest GOP size
obtains the best performance, indicating that, compared with
coding efficiency, error robustness has more impacts on overall
performance.

C. Packet-Loss Performance

Since H4+3 with Sync1 outperforms all the other hybrid
models, it was adopted for the comparison with other methods

in packet-loss scenarios. We adopt four CIF and four 720p
sequences to conduct the experiments. The Bernoulli channel
is adopted, which assumes that each packet is lost randomly
and independently. Each frame was encoded into three slices in
raster scan order. Namely, a frame might be partially lost in
the experiments. In the case of partial lost, the successfully
received part could be normally decoded and the lost part
would be recovered by the proposed method. Each video is
encoded with multiple QPs to produce R-D (bitrate-PSNR)
curves. To evaluate the performance at a specific target bitrate,
we simply adopt a linear model that chooses two RD points
most close to the target rate and then use them to linearly
interpolate the PSNR value under the specified target rate. We
compare H4+3 with Ji et al.’s method [19] and Zhu et al.’s
method [11]. Ji et al.’s method called WTDM is a method
based upon TDM of H.264/AVC for error concealment in a
hierarchical B-picture prediction structure. The I-frame period
is 32. Since the proposed method divides a video sequence into
two independent coding units (G0 frames and G1 frames), it
can be considered one of unbalanced MDC video approaches.
Zhu et al.’s method is an MDC approach based on the
hierarchical B-picture prediction structure. It duplicates each
test sequence into two and then encodes by hierarchical B
structure with staggered key frames in the two sequences. For
example, if one sequence is encoded with the structure shown
in Fig. 1 where frames n, n + 8, n + 16, . . . are key frames,
then the other one will have frames n + 1, n + 9, n + 17, . . .

encoded as key frames. This approach is characterized by that
each frame at levels 0, 1, or 2 of one sequence will be at
level 3 of the other sequence and vice versa, resulting in
two fidelities of each frame. Two variations, defaultQP and
modifiedQP, in their literature are adopted in our comparison.
The defaultQP follows the QP assignment rules specified in
JSVM11 [21], while modifiedQP modifies the QPs of top-level
frames to 51 to reduce bit-rates redundancy. The results in [11]
show that RD performance of center decoder can be improved
remarkably by modifiedQP, compared to defaultQP. All these
methods are implemented based on H.264 reference software,
JM 16.0 [22].
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Fig. 9. Packet-loss performance of various methods using CIF sequences. (a) Foreman (CIF at 800 kb/s). (b) Mobile (CIF at 1900 kb/s). (c) News (CIF at
400 kb/s). (d) Soccer (CIF at 1300 kb/s).

Fig. 9 shows the result for four different methods with four
CIF test sequences. In Fig. 9, the four methods encode the
same sequence using the same bit-rate for fair comparison
and the results are the averages of 100 independent runs. It
can be seen that, as PLR increases, WTDM curves drop much
more quickly than others, showing its poor error resilience. By
duplicating the entire sequence, defaultQP (refD) and modi-
fiedQP (refMD) achieve better error robustness than WTDM.
Compared with defaultQP, the modifiedQP method shows
better performance at low PLR because of its reduced bit-rate
at top-level frames (NRB frames). However, such a reduction
in bit-rate strongly affects its error-concealment effectiveness,
and hence, degrades its performance dramatically at high PLR.
Among all methods, the proposed H4+3 performed the best be-
cause it modifies hierarchical B coding structure by encoding
more key frames and RB frames as buddy frames, resulting in

reduced recovery distance and better error-concealment effect,
especially at high PLRs. To summarize, the overall results
demonstrate that, by combining two hierarchical B-picture
structures, the proposed hybrid model offers a better tradeoff
between bit-rate redundancy and error-resilient capability, and
thus, achieves the best performance among the four methods.

Packet-loss performance of the four methods using 720p
sequences is shown in Fig. 10. It is observed that the pro-
posed method shows significant performance improvement
against others for these high-definition sequences, and the
performance gaps are even larger when compared with CIF
sequences in Fig. 9. The result shows the proposed method can
be a potential approach for next-generation video delivering
applications.

Since the proposed method improves error resilience by
utilizing bitrate redundancy, it may perform worse than
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Fig. 10. Packet-loss performance of various methods using 720p sequences. (a) FourPeople (720p at 3600 kb/s). (b) Johnny (720p at 2400 kb/s).
(c) KristenAndSara (720p at 3000 kb/s). (d) Vidyo1 (720p at 2600 kb/s).

TABLE V

Statistical Information for 100 Independent Runs

conventional structures at error-free or low pack-loss rates
when the error robustness improved by the proposed method
cannot compensate for the bitrate overhead. That is, there
is a tradeoff between error robustness and coding efficiency.
Fortunately, we found that for all the test sequences we
have adopted, the proposed method performed worse than
H.264/AVC when the PLR is less than 3∼5%. This implies

that we can adopt a mechanism that chooses to use the
proposed hybrid model to enhance error robustness only
when PLR > 5% and use a conventional hierarchical B-picture
structure to have better coding efficiency if PLR < = 5%. We
have conducted such a mechanism and the R-D performance of
the combined method is shown in Fig. 11. As the result shows,
with a simple adaptive mechanism on the top of the proposed
hybrid model, it can provide more robust video quality for all
network conditions.

To evaluate the stability of the performance, Table V lists
the statistical information of 100 independent runs for each
loss case. It is observed that the standard deviation of PSNR
values over 100 runs is below 1.1 dB when the PLR is smaller
than 10% and it is about 1.5 dB when the loss rate increases to
20%. The result shows that the performance of the proposed
method is robust under varying network conditions and stable
for 100 independent runs.

D. Error-Free Performance

This section examines the error-free performance of all
the methods and the results are presented in Fig. 12. It
is observed that the eight curves in Fig. 12 can be di-
vided into three groups: WTDM and JM have the best
rate-distortion performance, defaultQP and modifiedQP have
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Fig. 11. Packet-loss performance of the combination of the proposed hybrid model and the conventional hierarchical B-picture structure. (a) Foreman (CIF
at 800 kb/s). (b) FourPeople (720p at 3600 kb/s).

Fig. 12. Rate-distortion performance comparison in error-free environment. (a) Foreman (CIF). (b) FourPeople (720p).

TABLE VI

Bit-Rate Redundancy Comparison

the worst performance, and the four hybrid models have
the performance between them. Table VI shows the bitrate
redundancy produced by each method. It is defined as the
Bjontegaard delta bitrate between JM and each method, which
is calculated by the method in [23]. In Fig. 12, WTDM
performs the same to JM16.0 because it focused its error-
concealment approach on missing motion recovery and did
not modify the hierarchical B picture coding structure. Thus,

it did not produce any bit-rate redundancy that may reduce the
R-D performance in Fig. 12. Both defaultQP and modifiedQP
have large bit-rate redundancy that degrades their performance
in Fig. 12. As shown in Table VI, defaultQP produces re-
dundancy about 60%∼90%. Compared with defaultQP, while
modifiedQP reduces the redundancy about 10% by modifying
the QPs of NRB frames, the RD performance improvement as
shown in Fig. 12 is quite limited. Compared with modifiedQP,
the proposed hybrid models have much lower redundancy as
shown in Table VI and much better RD performance than
defaultQP and modifiedQP as shown in Fig. 12.

VII. Conclusion

A hybrid model based on hierarchical B pictures is pro-
posed, which improves error-concealment effects by com-
bining two hierarchical B-picture coding structures. For a
four-level hierarchical structure, there are four variations of
the proposed hybrid model. They are H4+1, H4+2, H4+3, and
H4+4. In the H4+1 model, each base-level key frame has a
buddy frame that is used to serve as the data recovery frame
when it is lost. In H4+2 and H4+3, not only key-frames, but also
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RB-frames have buddy frames. In H4+4, all the frames, includ-
ing NRB-frames, have buddy frames. With buddy frames, data
recovery distance can be reduced and the error-concealment
performance can be substantially improved. Experiments have
been conducted for eight methods: four variations of the
proposed model (H4+1, H4+2, H4+3, and H4+4), WTDM [19],
two methods (defaultQP and modifiedQP) in [11], and JM16.0.
The experimental results show that the proposed H4+3 has the
overall best performance among them.

In the proposed method, the pixels that are not pointed
by any RMV might belong to static/uncovered background
pixels. It is possible to utilize some advanced methods, e.g.,
the McFIS method proposed in [25], to recover these pixels.
However, the result of our current experiments is not good.
The reason might be due to that the accurate motion from
loss frame to McFIS is hard to estimate. This would be one
of potential future works.

Besides, current rate control algorithms cannot be directly
applied to the proposed hybrid model. A method that deter-
mines the best bit-allocation between G0 and G1 frames is
required. Once this method has been designed, the target bit-
rates for G0 and G1 frames can be determined, respectively.
Then, G0 and G1 frames can be encoded independently for
their respective target bitrates, using currently available rate
control algorithms. Designing an optimal bit-allocation algo-
rithm is challenge and could be one of potential future works.
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