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Robustness Analysis of Mixed Product
Run-to-Run Control for Semiconductor Process

Based on ODOB Control Structure
An-Chen Lee, Jeng-Haur Horng, Tzu-Wei Kuo, and Nan-Hung Chou

Abstract—In this paper, we propose a unified framework for
the mixed-product run-to-run (RtR) controller, which is called
the output disturbance observer (ODOB) structure. Many mixed-
product RtR controllers, such as product-based exponentially
weighted moving average (PB-EWMA) threaded predictor cor-
rector controller (t-PCC), cycle forecasting EWMA (CF-EWMA),
and combined product and tool disturbance estimator (CPTDE),
can fit in this framework. The relations of the above-mentioned
controllers and the ODOB controller are discussed. Furthermore,
based on the ODOB structure, we analyze the robust stable
conditions and provide a systematic method for obtaining the
optimal parameters that guarantee the optimal nominal perfor-
mance under the robust stability. The simulation cases show that
the output performances of PB-EWMA, t-PCC, CF-EWMA, and
CPTDE controllers are improved by using the optimal weights
obtained from the proposed approach.

Index Terms—Disturbance observer, uncertainty, mixed
product, robust stability, run-to-run

I. Introduction

IN THE past, Box and Jenkins [1] introduced the expo-
nentially weighted moving average (EWMA) statistic, a

minimum mean square error controller for the process distur-
bance following an integrated moving average (1,1), IMA(1,1),
time series process. Sachs et al. [2] proposed the Run-to-
Run (RtR) control scheme based on the EWMA statistic.
They used the linear static models to a design feedback-
based RtR controller and used the EWMA statistic as an
estimate of the process. However, if there exists severe tool
aging or the process drifts, the EWMA controller could not
compensate for the steady drifts but produce an offset in
the process output. For overcoming the offset caused by
the EWMA controller, a predictor corrector controller (PCC)
[3] and a double EWMA controller (dEWMA controller)
[4] were developed. Actually, the EWMA, the PCC and the
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dEWMA controllers can be represented in terms of the internal
model control (IMC) structure [3], [5]. Castillo [6] studied
the property of PCC controller, and the weights of PCC
controller were calculated by minimizing a performance trade-
off between long-run and transient responses. Lee et al. [7]
presented a unified framework called the output disturbance
observer (ODOB) structure for EWMA, dEWMA and PCC
controllers. The work enhances insight into the well-known
established algorithms, and contributes to better understanding
of how these algorithms operate and why they can be used
successfully in practical application.

For mixed product process control schemes, Ma et al. [8]
proposed a dynamic analysis of variance (ANOVA) approach
to deal with RtR control of a high mixed operation. The condi-
tions of different tools and products are identified based on the
ANOVA analysis of the system output. A dynamic term in the
form of autoregressive integrated moving average (ARIMA)
disturbance model is included in the process model to char-
acterize the RtR disturbances. Firth et al. [9] proposed the
method Just-in-time Adaptive Disturbance Estimation (JADE)
to deal with the variation of products in mixed semiconductor
processes. They broke down the disturbances into contribu-
tions of current product and current tool. Zheng [10] brought
up a mixed product process by EWMA control theory and
separated it into tool-based EWMA (TB-EWMA) control and
product-based EWMA (PB-EWMA) control. According to
Zheng’s work, PB-EWMA control is the better control scheme
to deal with the problems in the mixed product situation.
Ma et al. [11] studied the effect of production frequency on
optimal weights tuning of threaded EWMA (t-EWMA), also
called PB-EWMA, controller in a high-mixed production.
Ai et al. [12] proposed a cycle forecasting EWMA (CF-
EWMA) approach to deal with the large deviations in the
first few runs of each cycle under drift disturbance. Ai et
al. [13] proposed a drift compensatory approach which is
based on threaded PCC (t-PCC) controller to deal with large
deviations at the beginning runs of specific cycle process in a
mixed production. Lee et al. [14] proposed a combined product
and tool disturbance estimator (CPTDE) which combines
threaded dEWMA controller and drift compensation scheme
to adaptively estimate the disturbance for a mixed product
situation in semiconductor processes.

Stability analysis for the mixed product situation is rarely
studied in the past. Few papers have investigated the special
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Fig. 1. Mixed product manufacturing process.

stability conditions, for example, under regular (cycle) produc-
tion situation with specific drift disturbances, i.e., IMA(1,1)
with drift [10], [12]–[14]. Others have studied the selection
of weights for mixed product process [10] and [14]. However,
the analytic methods of those papers are not feasible for the
non-regular production situation; furthermore, the uncertainty
bound of the mixed product process is not considered in
their approaches. In this paper, following the previous work
of [7], we propose a unified framework for the mixed-
product Run-to-Run (RtR) controller, i.e., ODOB structure.
Many above-mentioned mixed-product RtR controllers, such
as PB-EWMA, t-PCC, CF-EWMA and CPTDE, can be fit with
this framework. With mild assumptions, we can analyze the
robust stable conditions and provide a systematic method for
obtaining the optimal parameters which guarantee the optimal
nominal performance under the robust stability.

The rest of this paper is organized as follows. Section II
illustrates the mixed product ODOB structure and the relations
of the parameters among the PB-EWMA, t-PCC, CF-EWMA,
CPTDE and the ODOB controller are discussed. In Section III,
one analyzes the robust stability for mixed product RtR
controllers using the ODOB control structure. Section IV
demonstrates the procedure to design the optimal parameters
of the mixed product ODOB under deterministic trend (DT)
and ARIMA(1,1,1) disturbances. Section V demonstrates the
advantage of the proposed method in improving the perfor-
mance of the mixed product using simulation examples in the
literature and the final section draws the conclusion.

II. ODOB Structure Applied to Mixed Product

RtR Control

A. ODOB Structure

In this section, one will demonstrate the thread concept and
extend the ODOB control structure [7] in the mixed product
processes. Fig. 1 illustrates a “mixed product” manufacturing
situation which contains p products and t tools. The “thread”
is a specific production combination of product and tool, e.g.
the thread 1,1 denotes product 1 and tool 1 manufacturing
combination.

Fig. 2. The ODOB structure applied to the mixed product process.

Based on the manufacturing processes as mentioned above,
the linear model of mixed product processes can be repre-
sented as follows:

yk = βuk + ηk (1)

where yk =
[
y1,1,k, · · · , yp,t,k

]T ∈ R(p×t)×1 denotes process
output, β = diag

{
β1,1, · · · , βp,t

} ∈ R(p×t)×(p×t) denotes pro-
cess gain, uk =

[
u1,1,k, · · · , up,t,k

]T ∈ R(p×t)×1 denotes pro-
cess input and ηk =

[
η1,1,k, · · · , ηp,t,k

]T ∈ R(p×t)×1 includes
process intercept, drift and disturbance. The corresponding
block diagram of the mixed product ODOB can be represented
as Fig. 2, where b = diag

{
b1,1, · · · , bp,t

} ∈ R(p×t)×(p×t) de-
notes the model gain, T =

[
T1,1 · · · Tp,t

]T ∈ R(p×t)×1 denotes
the process target, η̂k =

[
η̂1,1,k · · · η̂p,t,k

]T ∈ R(p×t)×1 denotes
the estimation of process intercept (or “intercept and drift” for
t-PCC and CPTDE controllers), η̂0 =

[
η̂1,1,0 · · · η̂p,t,0

]T ∈
R(p×t)×1 denotes the initial value of process intercept (or
“intercept and drift” for t-PCC and CPTDE controllers),
Q (z) = diag

{
Q1,1 (z) , · · · , Qp,t (z)

} ∈ R(p×t)×(p×t) denotes
the low-pass filter (Q-filter) when the process thread keeps on
processing, and Qc (z) = diag

{
Qc,1,1 (z) , · · · , Qc,p,t (z)

} ∈
R(p×t)×(p×t) denotes the transient low-pass filter when the
process thread has been exchanged. The following cases
illustrate the operation procedure of mixed product ODOB
control structure.

Case 1: Initial values By referring to Fig. 2, for each thread
enters into the process for the first time, the initial
values of process intercept (or “intercept and drift”)
of these threads are given by η̂0. At this moment, the
sw2 turns off and the sw3 turns on. Except for the
first run of each thread, the sw2 turns on and sw3

turns off all the time.
Case 2: For the thread keeping on processing The sw1 will

switch to Q (z) and the sw2 and sw3 will turn
on and off, respectively, if the thread keeps on
processing. Furthermore, the notion S provides an
index for the mixed product ODOB structure to
recognize which thread is processing. For example,



214 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 27, NO. 2, MAY 2014

Fig. 3. The mixed product schedule.

when the thread 2,1 enters into the processing,
S = diag {0, 1, 0, · · · , 0} ∈ R(p×t)×(p×t).

Case 3: Thread exchange (e.g. thread p,t is exchanged with
thread 1,1) When the thread is exchanged from the
other to the thread 1,1, the sw2 turns on, and the sw1

switch to Qc (z) for activating the element Qc,1,1 (z).
If the next run is still the thread 1,1, the sw1 will
switch to Q (z) for activating the element Q1,1 (z).
However, the sw1 will keep at Qc(z) for activating
the element Qc,p,t (z) if the thread 1,1 is exchanged
immediately to the thread p,t in the next run.

B. RtR controllers represented as the ODOB control structure

This section will briefly review the PB-EWMA [10], t-PCC
[13], CF-EWMA [12] and CPTDE [14] filter structures in the
mixed product processes and discuss the relationship between
those filters as mentioned above and the Q-filter of mixed
product ODOB.

For illustrating the relationship more clearly, one considers
the case of the multi-products entering into one tool case (as
shown in Fig. 3). Each product can be considered as individual
thread in this case, and the break products denote other threads
in this process schedule.

1) PB-EWMA filter:
a) For thread p,t keeping on processing: When the thread

p,t keeps on processing, the process intercept, η̂p,t,k+1, is
calculated by

η̂p,t,k+1 = λp,txp,t,k+1 +
(
1 − λp,t

)
η̂p,t,k (2)

where xp,t,k+1 = yp,t,k+1−bup,t,k+1 and λp,t is the PB-EWMA
weight (0 < λp,t ≤ 1). Equation (2) can be represented as a
transfer function form as follows:

QE,p,t (z) =
η̂p,t (z)

Xp,t (z)
· z−1 =

λp,t

z − (
1 − λp,t

) (3)

Thus, the PB-EWMA filter can be represented as Q form
in the mixed product ODOB structure in Fig. 2:

Q(z) = diag
{
QE,1,1, · · · , QE,p,t

} ∈ R(p×t)×(p×t)

b) Thread exchange: When the thread is exchanged from
the other to the thread p,t on run k, assuming the other thread
has been processed n− 1 runs, the intercept estimation, η̂p,t,k,
can be calculated by:

η̂p,t,k = λp,txp,t,k +
(
1 − λp,t

)
η̂p,t,k−n (4)

Taking z-transform in (4) to yield

QEc,p,t (z) =
η̂p,t (z)

Xp,t (z)
· z−n =

λp,t

zn − (
1 − λp,t

) (5)

Hence, Qc can be represented as:

Qc = diag
{
QEc,1,1, · · · , QEc,p,t

} ∈ R(p×t)×(p×t)

2) t-PCC filter:

a) For the thread p,t keeping on processing: The intercept
and drift estimation of the t-PCC filter can be expressed as:

⎧⎨
⎩

η̂p,t,k+1 = âp,t,k+1 + d̂p,t,k+1

âp,t,k+1 = λp,t

(
xp,t,k+1

)
+

(
1 − λp,t

)
âp,t,k

d̂p,t,k+1 = wp,t

(
xp,t,k+1 − âp,t,k

)
+

(
1 − wp,t

)
d̂p,t,k

(6)

where λp,t and wp,t are the weights of t-PCC (0 < λp,t ≤
1, 0 < wp,t ≤ 1). Taking z-transform in (6) to yield:

QP,p,t (z) =
η̂p,t

Xp,t

z−1

=

(
λp,t + wp,t

)
z +

(
λp,twp,t − λp,t − wp,t

)
z2 +

(
λp,t + wp,t − 2

)
z +

(
1 − λp,t − wp,t − λp,twp,t

)(7)

and Q = diag
{
QP,1,1, · · · , QP,p,t

} ∈ R(p×t)×(p×t)

b) Thread exchange: Same as the case of PB-EWMA thread
exchange, the intercept and drift estimation of t-PCC filter can
be obtained by:

⎧⎨
⎩

η̂p,t,k = âp,t,k + d̂p,t,k

âp,t,k = λp,t

(
xp,t,k

)
+

(
1 − λp,t

)
âp,t,k−n

d̂p,t,k = wp,t

(
xp,t,k − âp,t,k−n

)
+

(
1 − wp,t

)
d̂p,t,k−n

(8)

Taking z-transform in (8) to obtain:

QPc,p,t (z) = η̂p,t (z)
Xp,t (z) · z−n

= (λp,t+wp,t)zn+(λp,twp,t−λp,t−wp,t)
z2n+(λp,t+wp,t−2)zn+(1−λp,t−wp,t−λp,twp,t)

(9)

and Qc = diag
{
QPc,1,1, · · · , QPc,p,t

} ∈ R(p×t)×(p×t)

3) CF-EWMA:

a) For the thread p,t keeping on processing: According to
the CF-EWMA algorithm [12], the intercept estimation, η̂p,t,k,
can be obtained by (2):

η̂p,t,k+1 = λp,txp,t,k+1 +
(
1 − λp,t

)
η̂p,t,k

The corresponding Q-filter can be represented as:

QCF,p,t (z) =
η̂p,t (z)

Xp,t (z)
· z−1 =

λp,t

z − (
1 − λp,t

) (10)

and Q(z) = diag
{
QCF,1,1, · · · , QCF,p,t

} ∈ R(p×t)×(p×t) which
are the same as PB-EWMA.

b) Thread exchange: Based on the CF-EWMA algorithm,
the intercept estimation η̂p,t,k can be calculated by:

η̂p,t,k = λp,t

(
ȳp,t − Tp,t

)
n + η̂p,t,k−n

= λp,tx
′
p,tn + η̂p,t,k−n

(11)

where ȳp,t is output average of the thread p,t at the last
production cycle, and x′

p,t = ȳp,t − Tp,t . Taking z-transform
in (11) to yield:

QCFc,p,t (z) = η̂p,t (z)
X′

p,t (z) · z−n

=
ψp,t(zm−1+zm−2+···+z)

zn[zn+m−1−zm−1+ψp,t(zm−2+zm−3+···+1)]
(12)
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where ψp,t = nλp,t

m−1 , m is the number of the thread p,t at the
last production cycle. Hence,

Qc = diag
{
QCFc,1,1, · · · , QCFc,p,t

} ∈ R(p×t)×(p×t).

4) CPTDE:

The CPTDE scheme which is originated from dEWMA has
almost the same structure as that of t-PCC when the thread
p,t keeps on processing.

a) For thread p,t keeping on processing: the process inter-
cept and drift are estimated by CPTDE filter can be represented
as follows:

⎧⎨
⎩

η̂p,t,k+1 = âp,t,k+1 + d̂p,t,k+1

âp,t,k+1 = λp,t

(
xp,t,k+1

)
+

(
1 − λp,t

) (
âp,t,k + d̂p,t,k

)
d̂p,t,k+1 = wp,t

(
xp,t,k+1 − âp,t,k

)
+

(
1 − wp,t

)
d̂p,t,k

(13)

Taking z-transform in (13) to yield:

QCPTDE,p,t (z) =
η̂p,t (z)

Xp,t (z)
z−1

=

(
λp,t + wp,t

)
z − λp,t

z2 +
(
λp,t + wp,t − 2

)
z +

(
1 − λp,t

) (14)

and Q = diag
{
QCPTDE,1,1, · · · , QCPTDE,p,t

} ∈ R(p×t)×(p×t)

b) Thread exchange: Based on the CPTDE algorithm, the
intercept and drift estimation can be calculated by:

⎧⎪⎪⎨
⎪⎪⎩

η̂p,t,k=âp,t,k+nd̂p,t,k

âp,t,k=âp,t,k−n+nd̂p,t,k−n+λp,t(
yp,t,k−bp,tup,t,k−âp,t,k−n−nd̂p,t,k−n

)
d̂p,t,k=d̂p,t,k−n+wp,t

(
yp,t,k−bp,tup,t,k−âp,t,k−n−nd̂p,t,k−n

)
(15)

Taking z-transform in (15) to yield:

QCPTDEc,p,t (z) =
η̂p,t(z)

Xp,t(z)
z−n

=

(
λp,t + nwp,t

)
zn − λp,t

z2n +
(
λp,t + nwp,t − 2

)
zn +

(
1 − λp,t

) (16)

and Qc = diag
{
QCPTDEc,1,1, · · · , QCPTDEc,p,t

} ∈ R(p×t)×(p×t).
In summary, for the thread p,t, the filter structure relation-

ships among PB-EWMA, t-PCC, CF-EWMA, CPTDE with Q
and Qc filters are listed in Tables I and II, respectively.

III. Robustness Analysis of the ODOB Control

Structure

The model mismatch exists because the experimental data
are insufficient to establish the process model. Actually, the
semiconductor process condition always changes with time
and the system modeling uncertainty affect the system stability
and performance. Therefore, the actual plant β is not always
equivalent to the nominal plant b in the process. The model
mismatch ξ has been defined as ξ = βb−1 in the past. Here,
the relation of the actual and the nominal plant is defined as

β = b + � (17)

Fig. 4. (a) The ODOB structure with additive modeling uncertainty [7],
(b) The standard �− M loop for robust stability analysis of ODOB structure
[7].

where � is the modeling uncertainty in terms of the
additive uncertainty of the process model. The relation be-
tween the modeling uncertainty and the model mismatch is
|�| = |(ξ − 1)| b. The ODOB structure with additive modeling
uncertainty is shown in Fig. 4.(a), which can be further merged
into a standard � − M loop of the small gain theorem [15]
which is usually used to obtain robust stability in robust
control and shown in Fig. 4.(b).

According to the small gain theorem, suppose M ∈ RH∞,
then the interconnected system is well-posed and internally
stable for all � ∈ RH∞ with

‖�‖∞ ‖M‖∞ ≤ 1 (18)

where M is the transfer function from e2 to e1, or

M = −b−1Q (19)

The transfer function M is related to the nominal plant b and
the Q-filter. According to the assumption of the small gain
theorem (M ∈ RH∞), the Q-filter needs to be stable since b
is just a constant gain.

If a bound of the possible modeling uncertainty � is known
in advance for the process and the tuned parameters of the
ODOB controller satisfy the small gain theorem in (18), the
robust stability of ODOB controller can be realized.

In this section, we will discuss robust stability analysis (one
takes the thread p,t as an example) in the mixed product
schedule for PB-EWMA, t-PCC, CF-EWMA and CPTDE
controllers by using the small gain theorem and the mixed
product ODOB control structure.

1) PB-EWMA:
If the thread p,t keeps on processing, the

∥∥Qp,t

∥∥
∞ of

PB-EWMA can be calculated based on (3) as follows:

∥∥Qp,t

∥∥
∞ =

∥∥∥∥
λp,t

z + λp,t − 1

∥∥∥∥
∞

(20)

For the thread exchange (from other thread to the thread p,t),
we can obtain the

∥∥Qc,p,t

∥∥
∞ according to (5) as follows:

∥∥Qc,p,t

∥∥
∞ =

∥∥∥∥
λp,t

zn + λp,t − 1

∥∥∥∥
∞

(21)

As presented in the Appendix, it can be shown that∥∥Qc,p,t

∥∥
∞ =

∥∥Qp,t

∥∥
∞. Fig. 5 illustrates that the values



216 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 27, NO. 2, MAY 2014

TABLE I

The Filter Structure Relationships Among PB-EWMA, T-PCC, CF-EWMA, CPTDE and Q Filter for the Thread p, t

TABLE II

The Filter Structure Relationships Among PB-EWMA, T-PCC, CF-EWMA, CPTDE and Qc Filter for the Thread p, t

Fig. 5.
∥
∥Qc,p,t

∥
∥∞ of PB-EWMA filter, λp,t = 0.7.

of
∥∥λp,t

/
(zn + λp,t − 1)

∥∥
∞ are equal for n = 1, 2, 3 and

λp,t = 0.7. According to (18)-(19), we have

∥∥�p,t

∥∥
∞

∥∥∥∥∥
λp,t

bp,t

(
z + λp,t − 1

)
∥∥∥∥∥

∞
≤ 1 (22)

If the uncertainty bound of thread p,t and the parameters of
nominal plant bp,t are known in advance, the robust stability
of ODOB controller can be realized when proper λp,t satisfies
(22).

2) t-PCC:
Based on (7) and (9), we can calculate the

∥∥Qp,t

∥∥
∞ and∥∥Qc,p,t

∥∥
∞ of t-PCC as follows:

∥∥Qp,t

∥∥
∞

=

∥∥∥∥∥
(
λp,t+wp,t

)
z−λp,t−wp,t−λp,twp,t

z2+
(
λp,t+wp,t−2

)
z+1−λp,t−wp,t−λp,twp,t

∥∥∥∥∥
∞

(23)

∥∥Qc,p,t

∥∥
∞

=

∥∥∥∥∥
(
λp,t+wp,t

)
zn−λp,t−wp,t+λp,twp,t

z2n+
(
λp,t+wp,t−2

)
zn+1−λp,t−wp,t+λp,twp,t

∥∥∥∥∥
∞

(24)

It can also be shown that
∥∥Qc,p,t

∥∥
∞ =

∥∥Qp,t

∥∥
∞, where the

details are listed in Appendix. Fig. 6 demonstrates that the
values of

∥∥Qc,p,t

∥∥
∞ are equal when n = 1, 2, 3,

Therefore we have
∥∥�p,t

∥∥
∞∥∥∥∥∥

(
λp,t+wp,t

)
z−λp,t−wp,t+λp,twp,t

bp,t[z2+
(
λp,t+wp,t−2

)
z+1−λp,t−wp,t+λp,twp,t]

∥∥∥∥∥
∞

≤ 1

(25)
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Fig. 6.
∥
∥Qc,p,t

∥
∥∞ of t-PCC filter,

(
λp,t , wp,t

)
= (0.9, 0.1).

Fig. 7.
∥
∥Qc,p,t

∥
∥∞ of CF-EWMA filter, λp,t = 0.7.

If the uncertainty bound of thread p,t and the parameters of
nominal plant bp,t are known in advance, the robust stability
of ODOB controller can be realized when proper λp,t and
wp,tsatisfy (25).

3) CF-EWMA:
From (10) and (12), we can calculate the

∥∥Qp,t

∥∥
∞ and∥∥Qc,p,t

∥∥
∞ of CF-EWMA as follows:

∥∥Qp,t

∥∥
∞ =

∥∥∥∥
λp,t

z + λp,t − 1

∥∥∥∥
∞

(26)

∥∥Qc,p,t

∥∥
∞ =

∥∥∥∥∥
ψp,t

(
zm−1+zm−2+ · · · + z

)
zn

[
zn+m−1−zm−1+ψp,t

(
zm−2+zm−3+ · · · +1

)]
∥∥∥∥∥

∞
(27)

Equation (26) shows that the
∥∥Qp,t

∥∥
∞ is the same as

PB-EWMA case when the same thread keeps on processing;
however, the

∥∥Qc,p,t

∥∥
∞ is various depending on the values of

n and m when the process thread is exchanged. Fig. 7 shows
that the value of

∥∥Qc,p,t

∥∥
∞ are various for λp,t = 0.7, m = 5,

n = 1, 2, 3.

Fig. 8.
∥
∥Qc,p,t

∥
∥∞ of CPTDE filter,

(
λp,t , wp,t

)
= (0.7, 0.2).

4)CPTDE:
The

∥∥Qp,t

∥∥
∞ and

∥∥Qc,p,t

∥∥
∞ of CPTDE can be obtained

from (14) and (16) as follows:

∥∥Qp,t

∥∥
∞ =

∥∥∥∥∥
(
λp,t + wp,t

)
z − λp,t

z2 +
(
λp,t + wp,t − 2

)
z + 1 − λp,t

∥∥∥∥∥
∞

(28)

∥∥Qc,p,t

∥∥
∞ =

∥∥∥∥∥
(
λp,t + nwp,t

)
zn − λp,t

z2n +
(
λp,t + nwp,t − 2

)
zn +

(
1 − λp,t

)
∥∥∥∥∥

∞
(29)

Equation (28) shows that the
∥∥Qp,t

∥∥
∞ is a constant if the tuned

parameters λp,tand wp,tare given when the same thread keeps
on processing; however, the

∥∥Qc,p,t

∥∥
∞ is various depending

on the break run number n when the process thread is
exchanged. Fig. 8 shows that the values of

∥∥Qc,p,t

∥∥
∞ are

different when break run number n is getting larger where(
λp,t, wp,t

)
= (0.7, 0.2), n = 1, 2, 3.

The robust stability region of the PB-EWMA and t-PCC
are easily to be obtained since

∥∥Qp,t

∥∥
∞ =

∥∥Qc,p,t

∥∥
∞. For the

cases of CF-EWMA and CPTDE, the exact robust stability
region is hard to obtain. The values of

∥∥Qc,p,t

∥∥
∞ are various

with the break run numbers, n, or the number of the thread
p,t at the last production cycle, m, because the initial com-
pensation scheme considers the information on the break run
and the previous same thread when the threads is exchanged.
For the practical mixed product manufacturing processes, the
same thread is rarely exchanged immediately. Consequently,
since

∥∥Qc,p,t

∥∥
∞is only used for the first transient run when

the process thread has been exchanged, if it is assumed that
the same process thread keeps on processing for several runs
before it is changed to other thread, the difficulty can be
avoided by just using

∥∥Qp,t

∥∥
∞to calculate the robust stability

region.

IV. Optimal Performance of the Mixed Product

ODOB

In the previously section, we introduced robust stability
analysis by satisfying small gain theorem. If the boundary of
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Fig. 9. The periodic mixed product schedule.

the model uncertainty ‖�‖∞ = γ is known in advance, the
robust stable condition is

∥∥−b−1Q
∥∥

∞ ≤ 1
γ

and can be rewrit-
ten as ‖Q‖∞ ≤ 1

‖−b−1‖∞·γ . On the other hand, if ‖Q‖∞ = ε

for any positive ε is known in advance, the tolerance for the
modeling uncertainty is ‖�‖∞ ≤ 1

‖−b−1‖∞·ε . There are lots of
combinations of the tuned parameters which satisfy the robust
stable constraints of the closed-loop system. In this section,
one will apply the method [7], which tunes the parameters of
the ODOB controller for guaranteeing the optimal nominal
performance under the robust stability. Here, we study the
cases of DT and ARIMA(1,1,1) with drift disturbances under
periodic mixed product schedule as shown in Fig. 9. For the
other disturbance structure like (IMA(1,1), random walk with
drift and ARMA(1,1)), the optimal parameters of the mixed
product ODOB can also be obtained by the same procedure.
Each production period in Fig. 9 includes twenty runs (ten for
thread 1,1 and ten for break products), and the target of thread
1,1 is set to zero.

In order to facilitate the optimal performance analysis, one
makes two assumptions: The first one is that the same thread
reaches steady state for several runs before it is exchanged.
The second one is that the output error in the first transient
run is calculated using Qp,tinstead of Qc,p,t . The simulation
results illustrate the assumptions is reasonable. As will be
shown later, it shows that if the same thread lasts for five
runs, the first assumption is fulfilled, and the error induced in
the first transient run using Qp,tis small as demonstrated in
Section V. Nevertheless, if the assumptions are not satisfied,
the approach provides the sub-optimal solution under stability
condition.

A. Deterministic trend (DT) disturbance

Consider the DT disturbance, ηk − ηk−1 = εk − εk−1 + δ,
the z-transform is obtained as H(z) = z−1

z−1ε(z) + δz

(z−1)2 , where
εk is independent identically distributed random variable and
εk ∼ N

(
0, σ2

)
, δ denotes the constant increment of each run

and ε(z) denotes the z-transform of the white noise sequence.
Appling Lee’s method [7], the process output’s sum square
error (SSE) equation is derived as

n∑
k=0

e2
k

∼=
∞∑
k=0

e2
k =

2 [−3 − a1 + a2] σ2

(a2 − 1) (1 − a1 + a2)

+
δ2 (a2 + 1)

(1 − a2) (1 + a2 − a1) (1 + a2 + a1)
(30)

Suppose the benchmark b = β = 1 and
(
δ, σ2

)
= (1, 1).

Fig. 10 shows the contours of
∑

e2(a1, a2) and ‖Q(a1, a2)‖∞,
respectively. If the tolerance of model uncertainty is 2

3 , i.e.
‖�‖∞ ≤ 2

3 and then ‖Q‖∞ = 1.5, the optimum solution
can be solved as X∗ =

(
a∗

1, a
∗
2

)
= (−0.752, 0.1673), i.e.

Fig. 10. Contours of SSE equation (dash line) and ‖Q‖∞ (solid line) under
DT disturbance.

Fig. 11. Process outputs for DT disturbance with the parameters
(a1, a2) = (−0.752, 0.1673).

‖Q(z)‖∞ =
∥∥ 1.248z−0.8327

z2−0.752z+0.1673

∥∥
∞ = 1.5 . While mapping the

ODOB into the t-PCC controller one obtained (λ, w) =
(0.624 ± j0.161, 0.624 ∓ j0.161), but the complex weights of
t-PCC controllers are never used in t-PCC controller. There-
fore, it is shown that the parameter set of second-order ODOB
control structure is larger than that of the t-PCC. Fig. 11 shows
the simulation of the process output where the nominal plant
is set b = 1 and the actual plants are β = 0.34, β = 1 and
β = 1.66, respectively, corresponding to ‖�‖∞ ≤ 2

3 .

B. ARIMA(1,1,1) with drift disturbance

Consider the ARIMA(1,1,1) with drift disturbance, ηk −
(1 + φ) ηk−1+φηk−2 = εk−θεk−1+δ, the z-transform is obtained
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Fig. 12. Contours of SSE equation (dash line) and ‖Q‖∞ (solid line) under
ARIMA(1,1,1) with drift disturbance.

Fig. 13. Process output for ARIMA(1,1,1) with drift disturbance with the
parameters (a1, a2) = (−0.526, 0.03).

as H(z) = z(z−θ)
(z−φ)(z−1)ε(z) + δz

(z−1)2 . The SSE equation is derived
as

n∑
k=0

e2
k

∼=
∞∑
k=0

e2
k =

2σ2
[
1 + φa2 + θ (1 + a1 − a2 − φ + φa1 + φa2) + θ2

(
1+φ2

)]
(1 − a1 + a2) (1 − a2) (1 + φ)

(
1 + φa1 + φ2a2

)

+
δ2 (a2 + 1)

(1 − a2) (1 + a2 − a1) (1 + a2 + a1)
(31)

Suppose the benchmark b = β = 1 and(
θ, φ, δ, σ2

)
= (0.7, 0.8, 1, 1). Fig. 12 shows the contours

of
∑

e2(a1, a2) and ‖Q(a1, a2)‖∞, respectively. If the
tolerance of model uncertainty is 0.625, i.e. ‖�‖∞ ≤ 0.625
and then ‖Q‖∞ = 1.6, the optimum solution can be
solved as X∗ =

(
a∗

1, a
∗
2

)
= (−0.526, 0.03), i.e. ‖Q(z)‖∞ =∥∥ 1.474z−0.97

z2−0.526z+0.03

∥∥
∞ = 1.6. While mapping the ODOB into

Fig. 14. The processes outputs with λ1,1 = 0.15 and λ2,1 = 0.6.

Fig. 15. The processes outputs with λ1,1 = 0.499 and λ2,1 = 0.99.

the t-PCC controller one obtained (λ, w) = (0.934, 0.546).
Fig. 13 shows the simulation of the process output where
the nominal plant is set b = 1 and the actual plants are
β = 0.375, β = 1 and β = 1.625, respectively corresponding
to ‖�‖∞ ≤ 0.625. The uncertainty level for β = 1.625
makes the system approaching marginally stable state with a
negative real pole, (-0.98, 0), which is also close to Nyquist
frequency (-1, 0) (i.e., two points per cycle). Therefore, the
response exhibits an oscillatory behavior but is still stable.

V. Case Study from the Literature

In this section, the PB-EWMA, t-PCC, CF-EWMA and
CPTDE control schemes are compared using the simu-
lation cases of periodic schedule production provided by
Ai et al. [12] and Lee et al. [14]. There are one tool, two
products and four cycles processes under IMA (1,1) with
drift disturbance. The drift and moving average parameters are
δ = 0.1 and θ = 0.7, while the white noise are sequences with
zero mean and 0.01 variance, ε ∼ N(0, 0.12). The numbers
of product 1 and product 2 for each cycle are [100,150],
[150,100], [50,100] and [100,50]. The model mismatches for
product 1 and product 2 are [ξ1, ξ2] = [2,0.5]; the actual
parameters of the processes and the initial values of these
four control schemes are: [b1, β1] = [1,2] and [b2, β2] = [1,0.5],
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TABLE III

The Weights from the Literature and Optimal Weights for the Case

TABLE IV

The MSE of System Outputs

which are the process gain and model gain for product 1
and product 2, respectively; [α1,0, α2,0] = [2,1], the actual
intercept for product 1 and product 2, respectively; [â1,0,
â2,0] = [2,1], the estimated intercept for product 1 and product
2, respectively, and [d̂1,0,d̂2,0] = [0, 0], the initial value of
drift term for product 1 and product 2, respectively. The
output targets for products are [T1, T2] = [0, 5]. Noted that
the weights of PB-EWMA and CF-EWMA are adopted from
the simulation example of [12], and the weights of t-PCC
and CPTDE are obtained from the simulation case of [14].
One takes the PB-EWMA case as an example to demonstrate
the procedure of obtaining the optimal parameters by mixed
product ODOB. With the system parameters and disturbance
as mentioned above, we can compute the SSE equation with
model mismatch for the first order ODOB as follows:

n∑
k=0

e2
k

∼=
∞∑
k=0

e2
k

=
1 + 2 (1 + a) ξ − 2θξ [1 − (1 + a) ξ] + θ2

(1 + a)ξ [2 − (1 + a) ξ]
σ2

+
δ2

(1 + a)2 ξ2
(32)

Since only one tuned parameter is involved, it is not
necessary to plot the contour map of SSE equation but instead
just to calculate the minimum of SSE in terms of a, or

∂SSE

∂a
= 0

(1+a) ξ
[
(ξ+aξ−1) (−1+θ)2 + (1+a)2 (1+θ)2

]
σ2

− (−2+ξ+aξ)2 δ2=0 (33)

The optimal parameter for product 1 and product 2 can be
obtained by (33). For the product 1 and product 2, the optimal
parameter a and the corresponding weights of PB-EWMA
and CF-EWMA filter are (a1,1, λ1,1) = (0.7933, 0.99) and
(a2,1, λ2,1) = (−0.5516, 0.449), respectively. It is noted that
the weights of PB-EWMA and CF-EWMA should follow the
stability condition, i.e., 0 < λ ≤ 1. Fig. 14 shows the processes
outputs of PB-EWMA and CF-EWMA controllers where the
weights are (λ1,1, λ2,1) = (0.15, 0.6) in [12]. Fig. 15 gives the
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processes outputs of PB-EWMA and CF-EWMA controllers
using the optimal parameters, (λ1,1, λ2,1) = (0.449, 0.99). For
the t-PCC and CPTDE, one can also calculate the optimal
parameters by the same procedure as mentioned in Section IV.
Table III lists the original weights in the literature and the
optimal weights for these four mixed product control schemes.
As compared the output performances of PB-EWMA with
CF-EWMA controllers in Figs. 14 and 15, it is observed
that the influence of ‖Qc‖∞ of CF-EWMA for the first run
is not remarkable when the thread is exchanged. Also, it is
observed that the output almost reaches steady state after
five runs. The MSE results are listed in Table IV. It shows
that the MSE of these four mixed product controllers are
improved by using the optimal parameters and interestingly,
also shows that the CPTDE scheme is the best one among all
for this case. Compared with the second best one, t-PCC, the
superiority of CPTDE scheme comes from the fact that the
drift is compensated when the thread is exchanged.

VI. Conclusion

In this paper, we provided a unified framework of the mixed
product RtR controllers, the mixed product ODOB control
structure. The robust stability of the typical mixed product
RtR controllers can be analyzed systematically by using mixed
product ODOB control structure under mild assumptions.
Furthermore, we provide a method for obtaining the optimal
parameters which guarantee the optimal performance for the
nominal plant under the robust stability. The simulation cases
show that the output performance of PB-EWMA, t-PCC,
CF-EWMA and CPTDE controllers is improved as compared
to the one from literature by our method.

Appendix

PB-EWMA:

For the thread p,t keeping on processing, the
∥∥Qp,t

∥∥
∞ can

be calculated as
∥∥Qp,t

∥∥
∞ =

∥∥∥ λp,t

z+λp,t−1

∥∥∥
∞

= max
0<ω<∞

∣∣∣ λp,t

ejω+λp,t−1

∣∣∣
= λp,t

min
0≤ω<∞|ejω|+λp,t−1

(A.1)

When thread is exchanged:
∥∥Qc,p,t

∥∥
∞ =

∥∥∥ λp,t

zn+λp,t−1

∥∥∥
∞

= max
0<ω<∞

∣∣∣ λp,t

enjω+λp,t−1

∣∣∣
= λp,t

min
0≤ω<∞|enjω|+λp,t−1

(A.2)

where ω is frequency. According to equations (A.1)-(A.2), we
have⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
0≤ω<∞

∣∣enjω
∣∣ = min

0≤ω<∞
|cos nω+j sin nω|

= min
0≤ω<∞

√
cos2 nω+ sin2 nω=1

min
0≤ω<∞

∣∣ejω
∣∣ = min

0≤ω<∞
|cos ω+j sin ω| = min

0≤ω<∞

√
cos2 ω+ sin2 ω=1

Hence,

min
0≤ω<∞

∣∣enjω
∣∣ = min

0≤ω<∞
∣∣ejω

∣∣ (A.3)

Combining equations (A.1)-(A.3), we have∥∥∥ λp,t

z+λp,t−1

∥∥∥
∞

=
∥∥∥ λp,t

zn+λp,t−1

∥∥∥
∞∥∥Qp,t

∥∥
∞ =

∥∥Qc,p,t

∥∥
∞ , ∀0 < λp,t ≤ 1

(A.4)

t-PCC:

For the thread p,t keeping on processing:
∥∥Qp,t

∥∥
∞

=

∥∥∥∥∥
(
λp,t+wp,t

)
z−λp,t−wp,t−λp,twp,t

z2+
(
λp,t+wp,t−2

)
z+1−λp,t−wp,t−λp,twp,t

∥∥∥∥∥
∞

= max
0<ω<∞

∣∣∣∣∣
(
λp,t+wp,t

)
ejω−λp,t−wp,t−λp,twp,t

e2jω+
(
λp,t+wp,t−2

)
ejω+1−λp,t−wp,t−λp,twp,t

∣∣∣∣∣

=
max

0<ω<∞
∣∣ejω

∣∣ (
λp,t+wp,t

) −λp,t−wp,t−λp,twp,t

min
0<ω<∞

∣∣e2jω
∣∣ +

(
λp,t+wp,t−2

) ·
1

min
0<ω<∞

∣∣ejω
∣∣ +1−λp,t − wp,t − λp,twp,t

(A.5)

When thread is exchanged:
∥∥Qc,p,t

∥∥
∞

=

∥∥∥∥∥
(
λp,t+wp,t

)
zn−λp,t−wp,t+λp,twp,t

z2n+
(
λp,t+wp,t−2

)
zn+1−λp,t−wp,t+λp,twp,t

∥∥∥∥∥
∞

= max
0<ω<∞

∣∣∣∣∣
(
λp,t+wp,t

)
enjω−λp,t−wp,t+λp,twp,t

e2njω+
(
λp,t+wp,t−2

)
enjω+1−λp,t−wp,t+λp,twp,t

∣∣∣∣∣

=
max

0<ω<∞
∣∣enjω

∣∣ (
λp,t+wp,t

) − λp,t − wp,t + λp,twp,t

min
0<ω<∞

∣∣e2njω
∣∣ +

(
λp,t + wp,t − 2

) ·
1

min
0<ω<∞

∣∣enjω
∣∣ +1−λp,t − wp,t + λp,twp,t

(A.6)

Based on the equations (A.5)-(A.6), we have⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
0≤ω<∞

∣∣e2njω
∣∣ = min

0≤ω<∞
|cos 2nω+j sin 2nω|

= min
0≤ω<∞

√
cos2 2nω+ sin2 2nω=1

min
0≤ω<∞

∣∣e2jω
∣∣ = min

0≤ω<∞
|cos 2ω+j sin 2ω|

= min
0≤ω<∞

√
cos2 2ω+ sin2 2ω=1

min
0≤ω<∞

∣∣e2njω
∣∣ = min

0≤ω<∞
∣∣e2jω

∣∣ (A.7)

and⎧⎪⎪⎪⎨
⎪⎪⎪⎩

max
0≤ω<∞

∣∣enjω
∣∣ = max

0≤ω<∞
|cos nω+j sin nω|

= max
0≤ω<∞

√
cos2 nω+ sin2 nω=1

max
0≤ω<∞

∣∣ejω
∣∣ = max

0≤ω<∞
|cos ω+j sin ω| = max

0≤ω<∞

√
cos2 ω+ sin2 ω=1

min
0≤ω<∞

∣∣enjω
∣∣= min

0≤ω<∞
∣∣ejω

∣∣ (A.8)

Combining equations (A.3), (A.5)-(A.8), we have∥∥∥ (λp,t+wp,t)zn−λp,t−wp,t+λp,twp,t

z2n+(λp,t+wp,t−2)zn+1−λp,t−wp,t+λp,twp,t

∥∥∥
∞

=
∥∥∥ (λp,t+wp,t)z−λp,t−wp,t+λp,twp,t

z2+(λp,t+wp,t−2)z+1−λp,t−wp,t+λp,twp,t

∥∥∥
∞∥∥Qp,t

∥∥
∞ =

∥∥Qc,p,t

∥∥
∞ , ∀0 < λp,t ≤ 1, 0 < wp,t ≤ 1

(A.9)
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