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Abstract With the recent progress of multi-view devices
and the corresponding signal processing techniques, stereo-
scopic viewing experience has been introduced to the public
with growing interest. To create depth perception in human
vision, two different video sequences in binocular vision are
required for viewers. Those videos can be either captured by
3D-enabled cameras or synthesized as needed. The primary
contribution of this paper is to establish two transformation
models for stationary scenes and non-stationary objects in a
given view, respectively. The models can be used for the
production of corresponding stereoscopic videos as a viewer
would have seen at the original event of the scene. The
transformation model to estimate the depth information for
stationary scenes is based on the information of the
vanishing point and vanishing lines of the given video. The
transformation model for non-stationary regions is the result
of combining the motion analysis of the non-stationary re-
gions and the transformation model for stationary scenes to
estimate the depth information. The performance of the
models is evaluated using subjective 3D video quality eval-
uation and objective quality evaluation on the synthesized
views. Performance comparison with the ground truth and a
famous multi-view video synthesis algorithm, VSRS, which
requires six views to complete synthesis, is also presented. It
is shown that the proposed method can provide better per-
ceptual 3D video quality with natural depth perception.

Keywords View synthesis . 2D to 3D video conversion .

Vanishing point . Motion analysis

1 Introduction

The depth perception of stereoscopic vision can be created by
feeding each eye with two different video sequences or images
in binocular visionwith proper parallax. Unless the video scenes
are captured with a pair of synchronized cameras that are
separated and directed to the scenes properly, view synthesis is
usually performed to generate two views for stereoscopic vision.

The approaches of view synthesis could be roughly classi-
fied in terms of the types of video sources, including multi-
view videos and traditional monocular videos. Stereoscopic
view synthesis from multi-view videos has attracted much
attention during the standard development recently. Many of
the view interpolation algorithms assume that video sequences
are captured with aligned cameras. The depth map for video
synthesis is created through estimating the disparity vector map
[1–3]. In [1], the pixel-based disparity vectors are estimated
using stereo matching and a graph cut algorithm. The cameras
are assumed to be lined up at regular separation in horizontal
direction as shown in Fig. 1 where NL and NR represent the
original views used to synthesize the virtual viewsOL andOR.
D_NL and D_NR are the corresponding depth maps generated
with the assistance of their left and right views.

The general criterion of stereo matching is to search for
the disparity value minimizing a cost function between one
view and its neighboring view. With the depth map, the
intermediate view can be synthesized accordingly.

Monocular videos such as most DVD titles are more
popular, but the information of monocular videos is much
less in comparison with the information of multi-view
videos. Compared with the multi-view based depth map
estimation, depth map estimation from monocular videos
presents greater challenge. In [4], it is assumed that the
camera motion contains translational motion, and the scene
is stationary. With such strong assumption, the camera mo-
tion can be tracked and the virtual view can be warped using
motion parallax without recovering the depth map. The
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camera motion is tracked first and an optimization algorithm
is utilized to determine the base frame. The optimization
algorithm is designed to have three properties: the realistic
of stereoscopic effects after warping, the similarity between
the warped views and original ones, and the temporal
smoothness. Relative parallax is adopted in [4] instead of
absolute parallax, and the warping error is decreased by
minimizing the displacement of viewpoints.

In the case of immobile camera setting, the approach to
estimate the map of disparity vectors between the given
video and the synthesized one usually relies on the detection
of moving objects. In [5], the moving objects are segmented
using a motion/edge registration technique to avoid jitter of
motion error which is a common problem in motion segmen-
tation. The identified moving objects are classified as the
nearest to the camera in order to create the rough depth map.
For stationary objects in the scene, the work in [6] is based
on a few heuristics to not only retrieve vanishing lines and
vanishing points, but also generate the depth map according
to the gradient of vanishing lines. The work in [7] is also
utilized to assign the sky as the farthest location.

In this paper, two transformation models are proposed for
stationary scenes and non-stationary objects, respectively. The
design of the transformation model for stationary scenes was
inspired by the concept in [6]. The developed model is derived
analytically and it incorporates the information of vanishing
point and vanishing lines in the estimation of depth for each
pixel in a given monocular video. For non-stationary objects,
motion analysis is performed first, and the model for station-
ary scenes is modified for the non-stationary objects such that
the synthesized virtual view can be more realistic and natural.

The main objective of synthesizing views using the pro-
posed methods is with intent to produce stereoscopic percep-
tion as a reviewer would have seen at the original event of the
scene, instead of magnifying the depth perception. However,
if the enhancement or magnification of the depth perception is
desirable, it can be accomplished easily by warping the depth
information resulted from the transformation models. Without
loss of generality, the camera is assumed to be stationary in
this paper. In practice, if the camera is not stationary, many
global motion compensation algorithms, such as the one in
[8], can be incorporated first so that the processed video can be
regarded as captured by a stationary camera. In addition, the
transformationmodel for stationary scenes is not affected even
if the global motion is not compensated well.

The remainder of this paper is organized as follows.
Section 2 presents the transformation models for stationary
scenes and for non-stationary objects. The 2D to 3D view
synthesis procedure which takes advantage of the developed
models is also described in Section 2, and the 2D to 3D view
synthesis system is developed to demonstrate the usefulness
of the models in Section 3. The experimental results based on
perceptual 3D video quality evaluation and objective quality

evaluation are shown in Section 4. Finally, the conclusion
remarks are shown in Section 5.

2 Transformation Models and View Synthesis

In this paper, two transformation models are proposed. The
first model is to estimate pixel-based depth map for station-
ary scenes through coordinate transformation. The second
model is to estimate depth information for non-stationary
objects. With the obtained depth information, the desired
view for 3D vision can then be synthesized after calculating
corresponding disparity between two views.

2.1 Transformation Model for Stationary Scenes

The vanishing point and lines can assist the conversion of
monocular videos to stereoscopic videos as also discussed in
[9]. Furthermore, the main vanishing lines can be used to sepa-
rate the vertical plane from the horizontal plane in a video scene.

The image coordinate system (x, y) and the world coordi-
nate system (w, h, d) are illustrated in Fig. 2 whereCO: (0, hC,
0) andCS: (wcs, hcs, 0) are the positions of the original camera
and the virtual camera, respectively. The depth value of a
point in the world coordinate system is defined as its d
component of the three-dimensional coordinates. The X axis
of the image coordinate system is assumed to be parallel to
theW axis of the world coordinate system and those two axes
lie on the same plane. The objective of the transformation
model for stationary scenes is to find the d component, which
is the depth information, for a pixel located at (x, y).

To find the corresponding point in the world coordinate
system according to the projected location on the imaging
plane, the projected points of the background on the imaging
plane in a given video can be categorized as either one of the
two groups: the points on the horizontal plane and the points
on the vertical plane.

The points on the horizontal plane are considered first.
For two points in the world coordinate system,O1: (wO1, hO1,
dO1) and O2: (wO2, hO2, dO2) where hO1 equals hO2, the
projected points of the points O1 and O2 on the imaging
plane are P1: (wP1, hP1, dP1) and P2: (wP2, hP2, dP2), respec-
tively. An imaging plane is also referred as a captured video
frame.

Since O1 is on the line COP1
←����→ and O2 is on the line COP2

←����→,

O1 and O2 can also be represented as (wP1t, (hP1-hC)t, dP1t)
and (wP2s, (hP2- hC)s, dP2s), respectively, where t and s are
constants. It is obvious that t will be equal to s if hP1 is equal
to hP2 but not equal to hC. Consequently, since dP1 equals
dP2, dO1 shall equal dO2. It means that the depth values of the
two points which are on the same horizontal plane (i.e., theH
components of all points on the plane are the same) will be
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the same if their projected points on the imaging plane have
the same H components in the world coordinate system.

The transformation model for pixels on the horizontal
plane is described below, followed by the derivation. The
transformation algorithm for pixels on the vertical plane is
derived thereafter.

2.1.1 Transformation Model for Stationary Scene
on the Horizontal Plane

Given a point (x, y) on the horizontal plane in the image
coordinate system projected from a point (w, h, d) in the
world coordinate, the W component w and the D component
d can be determined as follows.

d ¼
hC f 2 − yvanish −

Hframe

2

� �
Hframe

2
− y

� �� �
f yvanish− yð Þ ; ð1Þ

w ¼ x −
Wframe

2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ hC2

f 2 þ y − Hframe

2

� �2

vuuut ; ð2Þ

where hC is the height from the horizontal plane to the
camera CO in world coordinate as shown in Eq. (3):

hC ¼ L⋅ f ⋅yvanish

f 2 −
Hframe

2
yvanish −

Hframe

2

� � : ð3Þ

yvanish in the equations above is the Y component of the
vanishing point on the imaging plane. The focal length of the
camera CO is f; L is the distance between the camera and the
bottom of the captured video frames in the world coordinate;
the video resolution is Wframe by Hframe.

The derivations of Eqs. (1), (2), and (3) are as follows:
Because the vanishing point can be regarded as the farthest

point projected on the imaging plane, the line from the camera
to the vanishing point is parallel to the horizontal plane in the
world coordinate. If the camera is aimed at the farthest point,
the vanishing point will be located at the middle of the
imaging plane, as shown in the case of Fig. 3a. Otherwise,
the vanishing point will be either below or above the middle of
the imaging plane as shown in Fig. 3b and c. In those figures,
V is the vanishing point of the given monocular video,M and
B are the middle and the bottom points of the monocular
video, respectively. The dotted segment between the green
lines represents the transection of the monocular video.

Derivation of Eq. (1):
Without loss of generality, we first take the case

where the camera is aimed at the lower horizontal plane
as example. Suppose that the point P is on the vertical
line in the central of the monocular video as shown in

Fig. 4a. For any point P′ which has the same Y compo-
nent as P, those two points will appear as a single point
marked as P in the figure on the transection of the
monocular video. Alternatively, the relation of points
is shown in Fig. 5. The corresponding points of P and P′
on the horizontal plane are J and J′, respectively. As
long as P′ has the same Y component as P, its corre-
sponding point J′ on the horizontal plane will have the

same depth SJ as the point J.
As shown in Fig. 4a, ∠OJS is equal to ∠JOV, where

∠JOV can be divided into ∠VOM and ∠POM. In the

following derivation, the length of SO, the height from
the horizontal plane to the camera, is denoted as hc.

∠VMO and ∠PMO are both right angles, and OM is

the focal length f. The length d of SJ can be determined
as shown in (4).

tan ∠OJSð Þ ¼ tan ∠JOVð Þ ¼ tan ∠VOM þ ∠POMð Þ

⇒
hC
d

¼ sin ∠VOM þ ∠POMð Þ
cos ∠VOM þ ∠POMð Þ

⇒
hC
d

¼ sin ∠VOMð Þcos ∠POMð Þ þ cos ∠VOMð Þsin ∠POMð Þ
cos ∠VOMð Þcos ∠POMð Þ−sin ∠VOMð Þsin ∠POMð Þ

⇒
hC
d

¼ MV*OM þ OM*PM

OM
2
−MV*PM

¼ MV* f þ f *PM

f 2−MV*PM

⇒d ¼
hC f 2 −MV*PM

� �
f PM þMV
� � ¼

hC f 2 −MV*PM
� �

f � PV

⇒d ¼
hC f 2− yvanish−

Hframe

2

� �
Hframe

2
−y

� �� �
f yvanish−yð Þ :

ð4Þ

Since the corresponding point J′ on the horizontal
plane for any point P′ with the same Y component as P
on the monocular video will have the same depth d as
calculated in Eq. (4), the derivation of Eq. (1) is com-
pleted for the case shown in Fig. 4a.

On the other hand, if point P is located between Vand
M as shown in Fig. 4b, the derivation of Eq. (1) is similar

to the case in Fig. 4a except thatPM is positive in Fig. 4a
but it is regarded as negative in Fig. 4b. Also, ∠OJS is
equal to ∠VOM minus ∠POM.

If the camera is aimed at the upper horizontal plane,
the derivation is also similar to the procedure above. In

either Fig. 4a or Fig. 4b, the length ofMV is positive but
it is regarded as negative in Fig. 4c. Also, ∠OJS is equal
to ∠POM minus ∠VOM.
Derivation of Eq. (2):

The width w of J′ in the world coordinate can be
simply estimated using the theorem about similar
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triangles. According to the similar triangles in Fig. 5, JJ 0

can be determined if the values of OP, OJ , and PP0 are
available.

From Figs. 4(a) to 5, the lengths ofOP andOJ can be
calculated using Eqs. (5) and (6), respectively. The

length of PP0 is shown in Eq. (7).

OP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OM

2 þMP
2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ y−

Hframe

2

� �2
s

: ð5Þ

OJ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OS

2 þ SJ
2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hC2 þ d2

q
: ð6Þ

PP0 ¼ x −
Wframe

2
˙: ð7Þ

Then, JJ 0 can be derived as shown in Eq. (8).

w ¼ JJ 0 ¼ PP0 OJ

OP
¼ x −

Wframe

2

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ hC2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ y− Hframe

2

� �2
r : ð8Þ

This completes the derivation of Eq. (2).

Derivation of Eq. (3):
If the point P is placed at the location of point B, d is

equal to L. In this case, hC can be obtained using Eq. (4).

2.1.2 Transformation Model for Stationary Scene
on the Vertical Plane

For a projected point Pv of the vertical plane, the first step to
find the depth d and width w of the corresponding point in
the real scene is searching for the corresponding foothold on
the horizontal plane. The corresponding foothold is defined
as the point on the horizontal plane in the world coordinate
with the same depth and the width as the point Pv. The depth
and width of the corresponding foothold on the horizontal
plane can then be derived using Eqs. (1) and (2).

In the world coordinate system, the imaging plane can be
expressed as:

ahþ bd ¼ c; ð9Þ
where a, b, and c are constants. In Fig. 6, it is assumed that
there are two points p1: (Wp1,Hp1,Dp1) and f1: (Wf1,Hf1,Df1)
in the world coordinate, where Hp1 is not equal to Hf1 but
Wp1 equals Wf1 and Dp1 equals Df1. p1 is the corresponding
point in the world coordinate that projects to the point (x, y)
in the image coordinate. The projected points on the screen
plane are p2: (Wp1t, (Hp1-hC)t, Dp1t) and f2: (Wf1s, (Hf1-hC)s,
Df1s), respectively, where s and t are constants. Since p2 and
f2 are on the imaging plane, Eq. (10) can be obtained.

aHp1−ahC þ bDp1

� �
t ¼ aH f 1−ahC þ bDf 1

� �
s ¼ c: ð10Þ

From Eq. (10) and the relation between points p1 and f1, the
widths (Wp1t and Wf1s) on the imaging plane of these points
will be the same only if either a is zero orWp1 (=Wf1) is zero.

In other words, it means that the projected points of p1 and
f1 on the imaging plane will have the same width in the world
coordinate (or the same value of x-axis in the image coordi-
nate) when either the projected point p2 is located on the
central line expressed in (11):

ahþ bd ¼ c;w ¼ 0 ð11Þ
, or the camera is aimed at the vanishing point as shown in
Fig. 3a. At these cases, the corresponding foothold of the point
p2 projected on the imaging plane is the intersection of the
following two lines. The first line (ah+bd=c, w=Wp1t) has the
samewidth with the corresponding point. The second line is the
vanishing line which separates vertical and horizontal planes.

For the case where both Wp1 and a are not zeros, the
projected foothold of the point p2 on the imaging plane is
the intersection of two lines: the line p2 f 2

←����→ on the imaging

plane and the vanishing line which separates vertical and
horizontal planes.

Figure 1 Camera configuration for depth map generation and view
synthesis with multi-view videos.

Figure 2 The image coordinate system and the world coordinate
system.
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In order to find the location of point f2, the length f 3 f 2 is
determined first. It is assumed that there are four points, p3:
(0, (Hp1-hC) t, Dp1t), f3: (0, (Hf1-hC) s, Df1s), p4: (0, (Hp1-hC)
t, 0), and f4: (0, (Hf1-hC) s, 0) where p3 and f3 are on the
central line expressed in (11), as shown in Fig. 6.

Since Wp1 equals Wf1 and Dp1 equals Df1, cos(∠p3p4p2)
and cos(∠f3f4f2) shown in (12) and (13) are equal as well. In
addition to the fact that ∠p2p3p4 and ∠f2f3f4 are both right
angles, Δp2p3p4 and Δf2f3f4 are similar triangles. Therefore,
f 3 f 2 can be derived when p3p2, p4p3, and f 4 f 3 are known.

cos ∠p3p4p2ð Þ ¼ p4p3
		!•p4p2

		!
p4 p3
		!


 


� p4 p2

		!


 


 ¼ 0; 0;Dp1t
� �

• Wp1t; 0;Dp1t
� �

Dp1t
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Wp1t
� �2 þ Dp1t

� �2q ¼ Dp1t
� �2

Dp1t2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wp1

2 þ Dp1
2

p ¼ Dp1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wp1

2 þ Dp1
2

p : ð12Þ

cos ∠ f 3 f 4 f 2ð Þ ¼ f 4 f 3
		!

• f 4 f 2
		!

f 4 f 3
		!


 


� f 4 f 2

		!


 


 ¼ 0; 0;Df 1s
� �

• W f 1s; 0;Df 1s
� �

Df 1s
� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

W f 1s
� �2 þ Df 1s

� �2q ¼ Df 1s
� �2

Df 1s2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W f 1

2 þ Df 1
2

p ¼ Df 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W f 1

2 þ Df 1
2

p : ð13Þ

The • operators shown in (12) and (13) are inner products.
Regardless of the location of point p3 shown in

Fig. 7, the search of the point f2 is the same. PC is

vertical to OC; OM is vertical to the imaging plane

which is represented by the dash line in Fig. 7, and OM
is equal to f as shown in Fig. 7. Also, p3p2 and p4p3
can be determined as the following.

p3p2 ¼ x−
Wframe

2
ð14Þ

p4p3 ¼ Dp1t ¼ OC ¼ OV þ VC

¼ OV þ Vp3sin ∠Cp3Vð Þ ð15Þ

Figure 3 The related positions between vanishing point and the middle of the monocular video when the camera is aimed at different locations.

Figure 4 Illustration for the
derivation of d and h with the
point P located at different
locations.
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Since ΔCp3V is similar to ΔMOV, ∠Cp3V is equal to
∠MOV. Therefore, p4p3 can be calculated in (16).

p4p3 ¼ OV þ Vp3 sin ∠MOVð Þ ¼ OV þ Vp3
MV

OV

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ Hframe

2
−yvanish

� �2
s

þ y−yvanishð Þ
Hframe

2
−yvanish

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ Hframe

2 −yvanish
� �2

r
ð16Þ

Either the point V or M can be regarded as point f3 when

calculating f 4 f 3. If the point V doubles as f3, f 3 f 2 can be
derived as shown in Eq. (17).

f 4 f 3 V¼ f 3



 ¼ OV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ Hframe

2
−yvanish

� �2
s

;

f 3 f 2 V¼ f 3



 ¼ f 4 f 3
p3p2

p4p3
¼

f 2 þ Hframe

2 −yvanish
� �2

� �
x−

Wframe

2

� �

f 2 þ Hframe

2 −yvanish
� �2

� �
þ y−yvanishð Þ Hframe

2
−yvanish

� � :

ð17Þ

On the other hand, f 3 f 2 is shown in Eq. (18) whenM=f3.

f 4 f 3 M¼ f 3



 ¼ OMcos ∠MOVð Þ ¼ f 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2 þ Hframe

2 −yvanish
� �2

r ;

f 3 f 2 M¼ f 3



 ¼ f 4 f 3
p3p2

p4p3
¼

f 2 x−
Wframe

2

� �

f 2 þ Hframe

2 −yvanish
� �2

� �
þ y−yvanishð Þ Hframe

2
−yvanish

� � :

ð18Þ

And then, the required line p2 f 2 can be found when we
link p2 and f2 on the imaging plane. The projection of the
corresponding foothold of the point p2 on the imaging plane
is the intersection of two lines, the line p2 f 2 and the
vanishing line which separates vertical and horizontal
planes. The two-dimensional image coordinate of the foot-
hold projection on the imaging plane can then be used to find
the depth and width of the corresponding foothold in the
world coordinate using Eqs. (1) and (2). Therefore, the width
w and the depth d of the point p1 in the world coordinate
which is projected as the point (x, y) on the vertical plane in
the image coordinate are obtained.

2.2 Transformation Model for Non-stationary Objects

Compared to the view synthesis in multi-view videos,
there is much less information for the non-stationary

Figure 5 Another viewpoint of Fig. 4a for illustration.

Figure 6 Illustration for the relation between p3p2 and f 3 f 2.
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objects in a monocular video and the inaccuracy of the
synthesized results is usually expectable. In [5], the
moving objects are regarded as the nearest part to the
camera and their depth values are assumed to be a
constant, which is a highly simplified assumption. In
this section, the focus is to obtain more reasonable
depth values for the non-stationary objects.

In the proposed model for non-stationary objects,
the initial depth value for each object is determined
first and the value is further adjusted with the assis-
tance of the transformation model described in
Section 2.1. For the initial depth value of moving
objects, the following observation is utilized. If an
object is closer to the camera, the magnitude of its
projected motion will be larger. On the other hand, the
magnitude of its projected motion will be smaller if the
object is farther. In [10], it is also mentioned that the
retinal images of objects closer to the eye are displaced
more quickly than the retinal images of more distant
objects. In order to improve the accuracy of motion
estimation, only the boundaries of moving objects are
considered. The initial depth value shown in (19) is
calculated using linear interpolation and non-linear

warping based on the magnitude ||mv|| of the motion
vector mv.

dinit ¼ min f d−mv ¼ f NL mvð Þ⋅ f L−Depth mvð Þ
� �

; dbottom
n o

;

ð19Þ
where function fL-Depth determines the depth value lin-
early according to the motion vector, and function fNL
warps the estimated depth value nonlinearly. The func-
tions fL-Depth and fNL are shown in (20) and (21).

f L−Depth mvð Þ ¼ mvmaxk k− mvk k
mvmaxk k

� �
⋅dfarthest; ð20Þ

f NL mvð Þ ¼ mvk k
mvmaxk k

� �m

; ð21Þ

where dfarthest is the depth value of the farthest point
on the horizontal plane of the given video. The expo-
nent m in (21) is the nonlinear factor, which is 2 in
this paper.

Figure 7 The cross-sectional view on plane w=0 from Fig. 6, when a the point p3 is above the vanishing point, b p3 is below the vanishing point but
above the middle of image, c p3 is below the middle of image.

Figure 8 Block diagram of the 2D to 3D view synthesis system.
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However, the initial depth value fd-mv shown in (19)
can be estimated in error. To alleviate the error, the
location of the connected point of the background with
the bottom of a moving object is determined in order to
find out the corresponding depth dbottom using the der-
ivation in Section 2.1. If the depth value is less than
dbottom, there is a higher probability for the depth esti-
mation to be incorrect. In this case, dbottom is considered
as the depth of the corresponding moving object
instead.

After the initial depth value is determined for an object
which appears for the first time, the depth of this object in the
later frames is updated in sequence as follows.

After the initial depth value is obtained, the corre-
sponding foothold Pfh(x, y) of the object on the hori-
zontal plane can be calculated. Note that the foothold of
a point Pv is defined as the point on the horizontal
plane in the world coordinate with the same depth and
the width as the point Pv. Therefore, the y value of the
point Pfh can be derived using Eq. (1). The foothold P
′fh(x′, y′) of the same object in the next frame can then
be determined with the motion vector of this moving
object. The depth of the relocated foothold, which is

also the depth of the moving object, can then be
obtained using the same model in (1).

2.3 Disparity Calculation for View Synthesis

With the depth information calculated using the models
introduced in Section 2.1 and 2.2, the desired view VR can
then be synthesized without much effort.

The locations of the original camera CO and the
virtual camera CS are illustrated in Fig. 2. Since the
disparity between the two views only involves horizon-
tal difference, the Y components in the image coordinate
system for a pair of corresponding pixels on the two
views should be the same. There are two scenarios
when calculating the disparity: (1) for pixels on the
horizontal plane of the background part, and (2) for
pixels on the vertical plane or for pixels of the non-
stationary objects.

For each pixel (xh,yh) on the horizontal plane of the
background part in view VL, the w and d components in
the world coordinate are first calculated using (1) and
(2). With the values of w and d, the corresponding X
component xr on the synthesized view VR in the image

Figure 9 Frame difference of
video lovebird1 (camera 1) with
different operations: a frame
difference only, c frame
difference with unrestricted
dilation, e frame difference with
restricted dilation. b, d, and f are
the results of background
registration, respectively.
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coordinate can be determined using (22), which is de-
rived from (2).

xr ¼ wffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ hC2

f 2 þ yh−
Hframe

2

� �2

vuut
þ Wframe

2
˙: ð22Þ

For the pixels (xv,yv) in view VL on the vertical plane, the
w and d components of the corresponding point p1(w, h,d) in
the world coordinate can also be calculated using (1) and (2)
through their footholds. For the pixels of the non-stationary
objects, the calculation of w and d components follows the
same way.

As shown in Fig. 6, let p2 be the projected point on the
view VR. In addition to p1, p2, p3, and p4 in Fig. 6, two more
points p5(0, h,d) and p6(0, h, 0) are used for the derivation of
xr. Note that p3 is the projected point on the view VR from p5.
Since ∠p3p4p2 equals ∠p5p6p1, and ∠p2p3p4=∠p1p5p6=90°,
Δp2p3p4 and Δp1p5p6 are similar triangles. Therefore,

p3 p2 ¼ xr−
Wframe

2
¼ w

d
⋅p4 p3̇: ð23Þ

Using Eq. (23) and the length of p4 p3 in (16), the X
component xr on the synthesized view VR in the image
coordinate system can be calculated.

Figure 10 The results of
moving object separation. a and
b are from the lovebird1
(camera 1); c and d are from Alt
Moabit (camera 7); e and f are
from the homemade video,
hallway. After the moving
object separation, the final
object masks are shown in b, d,
and f.

Figure 11 A frame of
lovebird1: synthesized view
(left); depth map (right), using
the proposed system.
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3 The 2D to 3D View Synthesis System

To show the usefulness of the proposed models described in
Section 2, a complete 2D to 3D view synthesis system was
implemented. The block diagram of the developed 2D to 3D
view synthesis system is shown in Fig. 8. The non-stationary
objects are first separated from the background in a given
video. The vanishing lines and point are extracted from the
processed video that only contains the background part.
There are many existent methods available to perform back-
ground separation and to extract vanishing lines/point. In this
paper, we adopted the background registration technique for
background separation, due to its simplicity and satisfactory
results. In addition, edge information is calculated for the
extraction of the vanishing lines and point. Details are given
in the following subsections. After those two parts, the view
synthesis can be completed using the transformation models
described in Section 2.1 and 2.2, as well as the disparity
calculation described in Section 2.3.

3.1 Background Registration for Object Separation

The moving object separation in the proposed framework of
2D to 3D conversion is mainly based on the moving object
segmentation in [11] with modification. Unlike other object
segmentation algorithms which are based on motion [12,
13], the algorithm in [11] is based on background registration
to distinguish objects from background in a video with the
assumption that the global motion due to camera movement
has been properly compensated and the background region
can be considered stationary. The steps of the modified

moving object separation include frame difference estima-
tion, background registration, and object detection.

The estimation of frame difference is the fundamental
operator to find the changed regions that is called frame
difference mask. The idea is to calculate the difference be-
tween the consecutive frames against a threshold. However,
the frame difference mask distinguished using the threshold
method only represents the rough shape of the moving ob-
jects as shown in Fig. 9a. Since the background consists of
stationary pixels in this algorithm, the regions mistakenly
considered stationary will result in erroneous judgment as
shown in Fig. 9b.

To counter the drawback, we modified the algorithm by
spreading the rough shape of the frame difference mask to
the neighborhood using pixel-based dilation. However, if the
dilation is performed over the entire region of the detected
pixels, more stationary pixels could be considered as moving
ones, instead of only the neighborhood that shows similar
texture as the detected pixels. Specifically, if a pixel in the
current frame is similar to its neighbors but the pixel of the
same coordinates in the previous frame is not, it usually
means that the object moves out of the captured scene. On
the other hand, if a pixel in the previous frame is similar to its
neighbors but that pixel of the same coordinates in the
current frame is not, most likely it suggests that the object
moves into the video frame. Therefore, the dilation operator
is only performed when a pixel is similar to the neighboring
pixels as well as the pixels of the same coordinates over
several consecutive frames.

For each video frame, the frame difference mask roughly
represents whether a pixel is stationary or not. If a pixel has

Figure 12 The next frame of
lovebird1: synthesized view
(left); depth map (right), using
the proposed system.

Figure 13 Alt Moabit:
synthesized view (left); depth
map (right), using the proposed
system.
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been stationary over several consecutive frames, it is consid-
ered as one of the background pixels in the background
registration algorithm. To decrease possible artifacts of the
determined background frame, the background pixels of the
same location are averaged along the temporal axis.

Examples of the results of the frame difference masks and
background registration are shown in Fig. 9 where Fig. 9c
and e are the frame difference masks resulted from the pixel-
based dilation operation without and with restriction men-
tioned above, respectively. There are less background pixels
classified as part of the frame difference masks incorrectly
with the restricted dilation. The background registration can
be improved if less erroneous judgments aremade. In Fig. 9d,
there are some missing regions shown in black near the
bottom-right of the image.

An object in each video frame that is either moving or
temporarily stationary in a short time can then be classified
after taking the difference of the registered background and
the current frame.

To eliminate possible holes and cracks of segmented
objects, dilation/erosion and small-region filtering are ap-
plied as also shown in [11]. As for the dilation operator, it
is utilized to enlarge a region by filling the mask for each
moving pixel. After dilation, it is necessary to perform ero-
sion operator to keep the size similar. For the small-region
filtering, it is considered noise if there are less connected
pixels in an object. However, noise can appear not only in the
foreground region but also in the background region. Small-
region filtering should be performed in both regions to
eliminate possible holes and cracks. A few examples of the
results of moving object separation are shown in Fig. 10.

3.2 Extraction of Vanishing Lines and Point

Usually, the disparity information can be extracted after
finding the corresponding points between multi-views. How-
ever, it cannot be done for monocular videos. If the camera
moves slowly, the motion parallax could be used to estimate
the disparity information. In the developed system in this
paper, the camera is assumed to be stationary, and the dis-
parity information can be estimated with only one view.

The extraction of vanishing lines can be misled by the
moving objects. In the proposed method, they are removed
first using the object mask mentioned in the previous subsec-
tion. Then, edge detection using the Sobel operator is
performed to locate the edge information. Along each edge
in a video frame, the number of edge points with similar
gradient is counted. The edges are then sorted by the numbers
of edge points as the candidates of vanishing lines.Most of the
vanishing lines would intersect at the neighborhood of the
vanishing point. To determine the most suitable vanishing
point, all the intersections from the candidates of vanishing
lines are determined first. The intersections are enclosed in the
circles with various radiuses. The circle with more intersec-
tions and smaller radius is selected as the vanishing point.

According to the location of vanishing point, there are
five important vanishing situations as defined in [6], includ-
ing left case, right case, up case, down case, and inside case.
After determining the vanishing situation according to the
position of vanishing point, the main vanishing lines which
divide the background into horizontal planes and vertical
planes can be obtained for the proposed transformation
models introduced in Section 2. In the situation of either left

Figure 14 hallway:
synthesized view (left); depth
map (right), using the proposed
system.

Figure 15 The synthesized
results using VSRS a lovebird1
b Alt Moabit.

J Sign Process Syst (2014) 76:33–46 43



or right case, there is only one main vanishing line. The
vanishing line with the most edge points in the region below
the vanishing point is selected as the main vanishing line. In
the situation of either up or down case, there are two main
vanishing lines. The vanishing lines with the most edge points
in either the left part or the right part of the frame are chosen as
the main vanishing lines. The main vanishing lines of the
inside case are selected similarly to the up or down case,
except that there are four regions in the inside case.

Inaccurate positions of vanishing lines and vanishing
point can cause erroneous estimation of disparity vectors.
To reduce possible detection error of vanishing point, the
region of vanishing point is obtained by intersecting
vanishing points found in each frame. The mean point of
the region is then considered as the final position of
vanishing point.

4 Experimental Results

As to many 2D to 3D video/image conversion algorithms in
the literature, such as [4~6], the performance of synthesized
results is often quite limited due to lack of sufficient
video/image information, compared to the video/image syn-
thesis from multi-view.

For the proposedmodels, the objective is to synthesize what
the observer could have seen at the scene, instead of exagger-
ating the depth sensation. The magnification of perceived
depth perception can be done quite easily, if it is desired. In
this section, three video sequences are used to synthesize their
corresponding desired view VR for stereoscopic vision using
the proposed method. Those video sequences are lovebird1
[14], Alt Moabit [15], and selfmade video hallway. The devel-
oped system illustrated in Fig. 8 is used to synthesize
camera 6 of the lovebird1 sequences from camera 5, and to
synthesize camera 8 of the Alt Moabit sequences from camera
7.

In the video of lovebird1, the moving objects move closer
and closer to the camera. From the depth maps shown in
Figs. 11 and 12, it is clear that the corresponding depth
values for the moving objects decrease along the temporal
axis. The results for video Alt Moabit and video hallway are
shown in Figs. 13 and 14, respectively.

To further analyze the performance comparison of view
synthesis, VSRS [3], a multi-view video synthesis platform, is
also used to synthesize the same views for lovebird1 and Alt
Moabit.

However, in order for the VSRS to work, the depth maps
for both camera 5 and camera 8 of the lovebird1 sequences
need to be estimated first using DERS [1] from their left and
right views. Similarly, both camera 7 and camera 10 of the

Figure 16 The MOS comparison of the synthesized results of sequences lovebird1 (left) and Alt Moabit (right).

Figure 17 The PSNR
comparison of the synthesized
results of sequences lovebird1
(left) and Alt Moabit (right).
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Alt Moabit sequences need to be estimated in advance.
Therefore, six views from the lovebird1 sequences and six
views from the Alt Moabit sequence are required to complete
the task of view synthesis in VSRS. The synthesized videos
using VSRS have obvious artifacts. One example per video is
shown in Fig. 15. Notice the artifact near the couple and the
walking person, respectively. Since the depth estimation algo-
rithm in DERS is based on pixel matching, occlusion regions
usually lead to troublesome estimation of depth information.

In this section, subjective and objective quality evalua-
tions are performed. The videos produced using the proposed
models are compared with the videos produced using the
VSRS. For subjective quality evaluation, the original 3D
videos (ground truth) are also evaluated.

According to the subjective evaluation suggestion of 3D
images and video sequences in [16], visual quality, depth
quality, and comfort are usually taken into consideration
during the 3D quality evaluation. In our experiments, 27
reviewers were invited to give mean opinion score (MOS)
for each 3D video displayed on a 23″ LED 3D monitor with
active-shutter technology. 13 of the reviewers are males, and
14 of them are females. The MOS ranges from 1 to 5; 1 is the
lowest perceived quality, and 5 is the highest quality mea-
surement. The results are shown in Fig. 16. The ground truth
stands for the original captured 3D videos.

Even though the view synthesis using VSRS requires six
views and the proposed system only needs one view, the
perceptual quality of the proposed 2D to 3D view synthesis
system is actually better than that of VSRS. The main reason
is the artifacts introduced by VSRS as also described earlier.
The synthesized views using the proposed method are quite
smooth, instead.

For the objective quality evaluation, PSNR results are
shown in Fig. 17. The comparison of the proposed method
with the VSRS is not fair in nature, and it does not actually
match the perceptual stereoscopic video quality. However, it
can be regarded as a reference to see the performance of 2D
to 3D conversion methods.

5 Conclusion

In this paper, two transformation models for stationary
scenes and non-stationary objects are proposed. To synthe-
size the desired view, the depth maps of a given video are
estimated using the proposed models for the background and
for the moving objects separately. The transformation model
for the stationary scene is constructed based on the geometric
relationship and vanishing lines. The model for the non-
stationary objects is to link the position of an object to its
foothold on the stationary background, and the model for
stationary scene is utilized for updating the depth of
moving objects with the consideration of motion

information. The 2D to 3D video synthesis system was
developed to demonstrate the usefulness of the transformation
models. According to the subjective quality evaluation, the
proposed 2D to 3D conversion produces natural and
smooth quality of stereoscopic vision, while the VSRS
algorithm requires 5 more views and gives worse sub-
jective 3D video quality.
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