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Abstract

This paper proposes two approaches to address text summarization: modified corpus-based approach (MCBA) and

LSA-based T.R.M. approach (LSA+T.R.M.). The first is a trainable summarizer, which takes into account several

features, including position, positive keyword, negative keyword, centrality, and the resemblance to the title, to generate

summaries. Two new ideas are exploited: (1) sentence positions are ranked to emphasize the significances of different

sentence positions, and (2) the score function is trained by the genetic algorithm (GA) to obtain a suitable combination

of feature weights. The second uses latent semantic analysis (LSA) to derive the semantic matrix of a document or a

corpus and uses semantic sentence representation to construct a semantic text relationship map. We evaluate

LSA+T.R.M. both with single documents and at the corpus level to investigate the competence of LSA in text

summarization. The two novel approaches were measured at several compression rates on a data corpus composed of

100 political articles. When the compression rate was 30%, an average f-measure of 49% for MCBA, 52% for

MCBA+GA, 44% and 40% for LSA+T.R.M. in single-document and corpus level were achieved respectively.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

With the advent of the information age, people are beset with unprecedented problems because of the

abundance of information. One of these problems is the lack of an efficient and effective method to find the
required information. Text search and text summarization are two essential technologies to address this

problem. Text search engines serve as information filters to sift out an initial set of relevant documents,
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while text summarizers play the role of information spotters to help users spot a final set of desired

documents (Gong & Liu, 2001).

In general, automatic text summarization takes a source text (or source texts) as input, extracts the

essence of the source(s), and presents a well-formed summary 1 to the user. Mani and Maybury (1999)
formally defined automatic text summarization as the process of distilling the most important information

from a source (or sources) to produce an abridged version for a particular user (or users) and task (or

tasks). The process can be decomposed into three phases: analysis, transformation, and synthesis. The

analysis phase analyzes the input text and selects a few salient features. The transformation phase trans-

forms the results of analysis into a summary representation. Finally, the synthesis phase takes the summary

representation, and produces an appropriate summary corresponding to users’ needs. In the overall pro-

cess, compression rate, which is defined as the ratio between the length of the summary and that of the

original, is an important factor that influences the quality of the summary. As the compression rate de-
creases, the summary will be more concise; however, more information is lost. While the compression rate

increases, the summary will be more copious; relatively, more insignificant information is contained. In fact,

when the compression rate is 5–30%, the quality of the summary is acceptable (Hahn & Mani, 2000;

Kupiec, Pedersen, & Chen, 1995; Mani & Maybury, 1999).

Text summarization had its inception in 1950s. Due to the lack of powerful computers and difficulty in

nature language processing (NLP), early work focused on the study of text genres such as sentence position

and cue phrase (Edmundson, 1969; Luhn, 1958). From 1970s to early 1980s, artificial intelligence (AI) had

been applied (Azzam, Humphreys, & Gaizauskas, 1999; DeJong, 1979; Graesser, 1981; McKeown &
Radev, 1995; Schank & Abelson, 1977; Young & Hayes, 1985). The idea is to exploit knowledge repre-

sentations, for example, frames or templates, to identify conceptual entities from a text and to extract

relationships between entities by inference mechanisms. The major drawback is that limitedly-defined

frames or templates may lead to incomplete analysis of conceptual entities. Since the early 1990s to present,

information retrieval (IR) is employed (Aone, Okurowski, Gorlinsky, & Larsen, 1997; Goldstein, Kant-

rowitz, Mittal, & Carbonell, 1999; Gong & Liu, 2001; Hovy & Lin, 1997; Kupiec et al., 1995; Mani &

Bloedorn, 1999; Salton, Singhal, Mitra, & Buckley, 1997; Teufel & Moens, 1997; Yeh, Ke, & Yang, 2002).

Similar to the tasks of IR, text summarization can be regarded as how to find out significant sentences from
a document. However, most IR techniques that have been exploited in text summarization focus on

symbolic-level analysis, and they do not take into account semantics such as synonymy, polysemy, and term

dependency (Hovy & Lin, 1997).

In this paper, we propose two novel methods to achieve automatic text summarization: modified corpus-

based approach (MCBA), and LSA-based T.R.M. approach (LSA+T.R.M.). The first is based on a score

function combined with the analysis of salient features, and the genetic algorithm (GA) (Russell & Norvig,

1995) is employed to discover suitable combinations of feature weights. The second one exploits latent

semantic analysis (LSA) (Deerwester, Dumais, Furnas, Landauer, & Harshman, 1990; Landauer, Foltz, &
Laham, 1998) and a text relationship map (T.R.M.) (Salton et al., 1997) to derive semantically salient

structures from a document. Both approaches concentrate on single-document summarization and generate

indicative, 2 extract-based summaries. Table 1 shows the outputs of our approaches in different phases of

the text-summarization process.

The remainder of this paper is organized as follows. Section 2 introduces some related studies. Sections 3

and 4 give a detail description of our proposed approaches. Section 5 presents the empirical results achieved

by our proposed methods and compared with that of previous work. Finally, Section 6 concludes this paper.
1 A well-formed summary can be an extract or an abstract. Hovy and Lin (1997) defined an extract as portions extracted from the

original, and an abstract as novel phrasings describing the content of the original.
2 A summary can be in three distinct forms: indicative, informative, and evaluative (Mani & Bloedorn, 1999).



Table 1

Outputs of our approaches in different phases of the text-summarization process

Approaches Analysis phase Transformation phase Synthesis phase

MCBA Physical features Score function Extract

j Position

j Positive keyword

j Negative keyword

j Centrality

j Resemblance to the title

LSA+T.R.M. Word-by-sentence matrix Semantic matrix and text relationship map Extract
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2. Related work

In recent years, a variety of text summarization methods has been proposed and evaluated. According to

the level of text processing, Mani and Maybury (1999) categorized text summarization approaches into

surface, entity, and discourse levels. Surface-level approaches represent information as shallow features––

term frequency, sentence position, cue word, etc., and combine these features to yield a salience function

that measures the significance of information (Kupiec et al., 1995; Lin, 1999; Mayeng & Jang, 1999; Teufel

& Moens, 1997; Yeh et al., 2002). Entity-level approaches model text entities and their relationships––
co-occurrence, co-reference, etc., and determine salient information based on the text-entity model (Azzam

et al., 1999; McKeown & Radev, 1995). Discourse-level approaches model the global structure––document

format, rhetorical structure, etc.––of the text and its relation to communicative goals (Barzilay & Elhadad,

1997; Silber & McCoy, 2000).

On the other hand, text summarization can be roughly classified into two categories according to how

much domain-knowledge is involved (Hahn & Mani, 2000). Knowledge-poor approaches do not consider

any knowledge pertaining to the domain to which text summarization is applied; therefore, knowledge-poor

approaches can be easily applied to any domain (Abracos & Lopes, 1997; Gong & Liu, 2001; Hovy & Lin,
1997; Kupiec et al., 1995; Lin, 1999; Mayeng & Jang, 1999; Salton et al., 1997; Mitra, Singhal, & Buckley,

1997). The foundation of knowledge-rich approaches is the assumption that understanding of the meaning

of a text can benefit the generation of a good summary (Aone et al., 1997; Azzam et al., 1999; Barzilay &

Elhadad, 1997; Hovy & Lin, 1997; McKeown & Radev, 1995). Knowledge-rich approaches rely on a

sizeable knowledge base of rules, which must be acquired, maintained, and then adapted to any domain.

In general, surface-level approaches are known as knowledge-poor approaches, while entity-level and

discourse-level approaches are known as knowledge-rich approaches.

The format of summaries is another criterion to differentiate text-summarization approaches. Usually, a
summary can be an extract or an abstract. In fact, a majority of researches have been focused on summary

extraction, which selects salient pieces (keywords, sentences or paragraphs) from the source to yield a

summary. Hovy and Lin (1997) further distinguished summaries as indicative vs. informative; generic vs.

query-oriented; background vs. just-the-news; single-document vs. multi-document; neutral vs. evaluative.

Lin (1999) exploited a selection function for extraction, and used a machine-learning algorithm to

automatically learn a good function to combine several heuristics. Aone et al. (1997), Kupiec et al. (1995),

and Mayeng and Jang (1999) regarded the task as a classification problem, and employed Bayesian clas-

sifiers to determine which sentence should be included in the summary. Barzilay and Elhadad (1997), and
Silber and McCoy (2000) created summaries by finding lexical chains, relying on word distribution and

lexical links among them to approximate content, and providing a representation of the lexical cohesive

structure of the text. Azzam et al. (1999) used co-reference chains to model the structure of a document and

to indicate sentences for inclusion in a summary. Gong and Liu (2001) proposed two methods: one used

relevance measure to rank sentence relevance, and the other used latent semantic analysis to identify
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semantically important sentences. Hovy and Lin (1997) attempted to create a robust summarization system,

based on the equation: summarization¼ topic identification+ interpretation+ generation. The identification

stage is to filter the input and retain the most important topics. In the interpretation stage, two or more

extracted topics are fused into one or more unifying concept(s). The generation stage reformulates the
extracted and fused concepts and then generates an appropriate summary.

The following subsections briefly describe the two approaches on the basis of which our algorithms are

developed.
2.1. Corpus-based approaches

Nowadays, corpus-based approaches play an important role in text summarization (Hovy & Lin, 1997;

Kupiec et al., 1995; Lin, 1999; Lin & Hovy, 1997; Teufel & Moens, 1997; Yeh et al., 2002). By exploiting
technologies of machine learning, it becomes possible to learn rules from a corpus of documents and their

corresponding summaries. In general, most corpus-based methods adopt a weighting model. 3 The process

of corpus-based text summarization consists of two phases: the training phase and the test phase. The

training phase extracts salient features from the training corpus and then generates rules by a learning

algorithm. The test phase applies the rules learned from the training phase on the test corpus and generates

the corresponding summaries. The major advantage is that corpus-based approaches are easy to imple-

ment. However, a trainable summarizer cannot guarantee that the summaries are useful, due to its defi-

ciency of coherence and cohesion.
Kupiec et al. (1995) proposed a trainable summarizer based on Bayesian classifiers. For each sentence s,

the probability that it belongs to the summary S, given k features Fj, is computed. The probability is ex-

pressed as Eq. (1), where P ðFjjs 2 SÞ is the probability that Fj appears in a summary sentence, P ðs 2 SÞ is the
ratio of the number of summary sentences to the total number of sentences in the original corpus, and P ðFjÞ
is the probability that Fj appears in the training corpus. All of them can be computed from the training

corpus.
3 A

where
P ðs 2 SjF1; F2; . . . ; FkÞ ¼
Qk

j¼1 PðFjjs 2 SÞP ðs 2 SÞQk
j¼1 P ðFjÞ

ð1Þ
The features used in their experiments were sentence length, fixed phrase, the position of a sentence in a
paragraph, thematic word, and uppercase word. Their results showed that position was the most important

individual feature, and the best combination of features was position, fixed phrase, and sentence length.
2.2. Text summarization using a text relationship map

Salton et al. (1997) employed the techniques for inter-document link generation to produce intra-doc-

ument links between passages of a document, and obtained a text relationship map according to the intra-
document links. Fig. 1 illustrates an example of the map. Each node on the map stands for a paragraph and

is represented by a vector of weighted terms. A link is created between two nodes if they have high simi-

larity, which is typically computed as the inner product between the vectors of the corresponding para-

graphs. In other words, if there is a link between two nodes, they are said to be ‘‘semantically related’’.
weighting model is used to evaluate the weight of the text unit U :

WeightðUÞ ¼ CombinationðF1ðUÞ; F2ðUÞ; . . . ; FKðUÞÞ

Fi is a salient feature (Hahn & Mani, 2000).
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P5 sim(P5, P6) 

sim(P4, P5) 

sim(P1, P2) 

Links with sim(Pi, Pj) below α ignored  

sim(P3, P4) sim(P3, P6) 

sim(P2, P5) sim(P3, P5) 

sim(P1, P5) 

sim(P1, P6) sim(P4, P6) 

Fig. 1. An example of text relationship map.
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Bushiness of a paragraph is defined to measure its significance. The bushiness of a paragraph is the

number of links connecting it to other paragraphs. For example, the bushiness of P5 in Fig. 1 is 5 because it
links to P1, P2, P3, P4, and P6. A highly bushy node links to many other nodes; in other words, it has a lot of
overlapping vocabulary with others; therefore, a highly bushy node is likely to discuss main topics that are
covered in many other paragraphs.

As for text summarization, they proposed three heuristic methods to generate the summary according to

the bushiness of paragraphs: global bushy path, depth-first path, and segmented bushy path. These three

heuristic methods all identify paragraphs with high bushiness but traverse them in different text order.

On the basis of the method proposed by Salton et al. (1997), Kim, Kim, and Hwang (2000) measured the

importance of a paragraph by aggregate similarity. Instead of counting the number of links connecting a

node (paragraph) to other nodes, aggregate similarity sums the weights on the links. They found that the

performance of aggregate similarity surpassed that of bushy paths in the domain of technique articles, but
was close to that of bushy paths in the domain of news. The attractiveness of aggregate similarity is that it is

easy to adapt to new applications since it does not have to set link-threshold parameters.
3. Modified corpus-based approach

In this section, we propose a novel trainable summarizer, which takes into account several kinds of

document features, including position, positive keyword, negative keyword, centrality, and the resemblance to

the title, to generate summaries. Two new ideas are employed to improve conventional corpus-based text

summarization. First, sentence positions are ranked to emphasize the significances of different sentence

positions; second, the score function is trained by the genetic algorithm (GA) (Russell & Norvig, 1995) to

obtain a suitable combination of feature weights.

3.1. Feature extraction

For a sentence s, the belief or score indicating the degree that it belongs to the summary is calculated
given the following features.

f1: Position––important sentences, which should be included in the summary, are usually located at some
particular positions. For example, the first sentence in each paragraph always introduces the main topics that

the paragraph describes, and the last sentence always summarizes what the paragraph discusses. Moreover,
it is believed that even for two sentences both in the summary, their significances are different because of their
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positions. To emphasize the significances of different sentence positions, each sentence in the summaries of

the training corpus is given a rank ranging from 1 to R (in our implementation, R is 5), where a smaller
ranking number implies less importance. The position score of a sentence s is defined as Eq. (2), where s
comes from position PiSj. For example, ‘‘P1S1’’ indicates that s is the first sentence of the first paragraph.
4 A

a long
Scoref1ðsÞ ¼ Pðs 2 SjPiSjÞ � AvgRankðPiSjÞ
R

ð2Þ
f2: Positive keyword––since words are the basic elements of a sentence, the more content-bearing keywords a
sentence has, the more important it is. Hence, positive keywords are defined as the keywords frequently

included in the summary. Suppose that a sentence s contains n different keywords, Keyword1;
Keyword2; . . . ;Keywordn, then the positive-keyword score of s is defined as Eq. (3), where tfi is the occurrence

frequency of Keywordi in s.
Scoref2ðsÞ ¼
1

lengthðsÞ
Xn

i¼1
tfi � Pðs 2 SjKeywordiÞ ð3Þ
In Eq. (3), to avoid the bias of the sentence length, 4 this score is normalized by the length of s, which is the
number of keywords in s.

f3: Negative keyword––in contrast to f2, negative keywords are the keywords that are unlikely to occur in
the summary. Suppose that a sentence s contains n different keywords, Keyword1;Keyword2; . . . ;Keywordn,

then the negative-keyword score of s is defined as Eq. (4), where tfi indicates the occurrence frequency of

Keywordi in s.
Scoref3ðsÞ ¼
1

lengthðsÞ
Xn

i¼1
tfi � Pðs 62 SjKeywordiÞ ð4Þ
Similar to the positive-keyword score, this score is normalized by the length of s to avoid the bias of the
sentence length.

f4: Centrality––the centrality of a sentence implies its similarity to others, which can be measured as the
degree of vocabulary overlapping between it and other sentences. In other words, if a sentence contains
more concepts identical to those of other sentences, it is more significant. Generally, the sentence with the

highest centrality denotes the centroid of the document. For a sentence s, this score is defined as Eq. (5).
Scoref4ðsÞ ¼
jkeywords in s \ keywords in other sentencesj
jkeywords in s [ keywords in other sentencesj ð5Þ
f5: Resemblance to the title – it is no doubt that the title always sums up main themes of the document.
Hence, the more overlapping keywords a sentence has with the title, the more important it is. For a sentence

s, this score is defined as Eq. (6).
Scoref5ðsÞ ¼
jkeywords in s \ keywords in the titlej
jkeywords in s [ keywords in the titlej ð6Þ
In our implementation for those keyword-based features (f2, f3, f4, and f5), a dictionary is used to identify
keywords. The major drawback of dictionary look-up is that it is easy to misidentify keywords because of
new keywords that are not in the dictionary. To ameliorate this shortcoming, mutual information as shown

in Eq. (7) (Maosong, Dayang, & Tsou, 1998) is computed for adjacent keywords to determine if they can

constitute a new keyword.
longer sentence may contain more content-bearing keywords than a shorter sentence. Therefore, without normalization,

er sentence may have a larger feature score.
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MIðx; yÞ ¼ log P ðx; yÞ
P ðxÞPðyÞ ð7Þ
In Eq. (7), x, y are keywords, P ðxÞ is the probability that x occurs in the corpus, and P ðx; yÞ is the probability
that x and y occurs adjacently in the corpus. We consider those new keywords when computing scores of
keyword-based features, in order to alleviate the impacts of keyword misidentification.

3.2. Summary generation

For a sentence s, a weighted score function, as shown in Eq. (8), is employed to integrate all the feature
scores mentioned above, where wi indicates the weight of fi.
ScoreðsÞ ¼ w1 � Scoref1ðsÞ þ w2 � Scoref2ðsÞ þ w3 � Scoref3ðsÞ þ w4 � Scoref4ðsÞ þ w5 � Scoref5ðsÞ
ð8Þ
As to the selection of sentences to generate a summary, all sentences are ranked according to their scores
calculated from Eq. (8), and a designated number of the top-score sentences are picked out to form the

summary.

Moreover, the genetic algorithm (GA) is exploited to obtain an appropriate set of feature weights. A

chromosome is represented as the combination of all feature weights in the form as ðw1;w2;w3;w4;w5Þ. To
measure the effectiveness of each genome, we define fitness as the average F -measure 5 obtained with the
genome when the summarization process is applied on the training corpus. When performing the genetic

algorithm, we produce 1000 genomes for each generation, evaluate fitness of each genome, and retain the

fittest 10 genomes to mate for new ones in the next generation. In our experiments, 100 generations are
evaluated to obtain steady combinations of feature weights.

By applying GA, a suitable combination of feature weights could be found. It cannot be guaranteed that

the score function whose feature weights are obtained by GA definitely performs well for the test corpus;

nevertheless, if the genre of the test corpus is close to that of the training corpus, we can make a prediction

that the score function will work well. In other words, the performance of such a score function depends on

the similarity of the genre of the test corpus and that of the training corpus.
4. LSA+T.R.M. approach

Latent semantic analysis (LSA) is a mathematical technique for extracting and inferring relations of

expected contextual usage of words in passages of discourse (Deerwester et al., 1990; Landauer et al., 1998).
LSA is employed in this paper to derive latent structures from a document. In this section, the method used

to derive semantic representation by LSA is elaborated, and a method to generate the summary according

to semantic representation is proposed.

4.1. Process of LSA+T.R.M.

The overall process shown in Fig. 2 consists of four phases: (1) preprocessing, (2) semantic model

analysis, (3) text relationship map construction, and (4) sentence selection.

Preprocessing delimits each sentence by punctuation. Furthermore, it segments each sentence into

keywords with a toolkit, named AutoTag (Academia Sinica, 1999). Semantic model analysis represents the
measure is defined as F ¼ 2PR=ðP þ RÞ, where P and R are precision and recall respectively (Baeza-Yates & Ribeiro-Neto, 1999).



Fig. 2. Overall process of our LSA+T.R.M. approach.
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input document (LSA in single-document level) or the whole corpus (LSA in corpus level) as a word-by-

sentence matrix and reconstructs the corresponding semantic matrix via singular value decomposition

(SVD) and dimension reduction. Text relationship map construction creates the text relationship map based

on semantic sentence representation derived from the semantic matrix. Finally, sentence selection estab-

lishes a global bushy path (Salton et al., 1997) according to the map and selects important sentences to

compose a summary.

4.2. Semantic sentence/word representation

To analyze the impacts of expected contextual usage of words in different levels, we construct two

semantic matrices, one for single-document level, and the other for corpus level. On one hand, single-

document level considers words and sentences in the same document to construct the semantic matrix; on

the other hand, corpus level considers words and sentences in the whole corpus to model the word-by-

sentence matrix.

The following elucidates how to construct the word-by-sentence matrix for the single-document level.

Let D be a document, W ðjW j ¼ MÞ be the set of keywords in D, and S ðjSj ¼ NÞ be the set of sentences in D.
A word-by-sentence matrix, 6 A, is constructed as Eq. (9), where Si indicates a sentence and Wi indicates a

keyword. In our work, only nouns and verbs are taken into account in that they carry essential information

about the meaning of a sentence.
6 In
ð9Þ
In A, ai;j is defined as Eq. (10), where Lij is the local weight of Wi in Sj, and Gi is the global weight of Wi in D.

Lij is defined as Lij ¼ log 1þ cij

nj

� �
, and Gi is defined as Gi ¼ 1� Ei, where cij is the frequency of Wi occurring

in Sj, nj is the number of words in Sj, and Ei is the normalized entropy of Wi , which is defined as

Ei ¼ � 1
logðNÞ

PN
j¼1 fij � logðfijÞ (Bellegarda, Butzberger, Chow, Coccaro, & Naik, 1996).
the matrix, without loss of generality, we assume that jW jP jSj.
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ai;j ¼ Gi � Lij ð10Þ
We then perform singular value decomposition (SVD) to A. The SVD of A is defined as A ¼ UZV T, where U
is an M � N matrix of left singular vectors, Z is an N � N diagonal matrix of singular values, and V is an
N � N matrix of right singular vectors.
Finally, the process of dimension reduction is applied to Z by deleting a few entries in it, and the result of

dimension reduction is a matrix Z 0. A new matrix, A0, is reconstructed by multiplying three component
matrixes. A0 is defined as Eq. (11), where Z 0 is the semantic space that derives latent semantic structures

from A, U 0 ¼ ½u0
i� is a matrix of left singular vectors whose ith vector u0

i represents Wi in Z 0, and V 0 ¼ ½v0j� is a
matrix of right singular vectors whose jth vector v0j represents Sj in Z 0.
A0 ¼ U 0Z 0V 0T � A ð11Þ
Each column of A0 denotes the semantic sentence representation, and each row denotes the semantic word

representation. We use the semantic sentence representations for summary generation.

As to constructing the word-by-sentence matrix for corpus level, D represents all documents in the
corpus, W ðjW j ¼ MÞ is the set of keywords in the corpus, and S ðjSj ¼ NÞ is the set of sentences in the
corpus. Furthermore, the value of Gi for ai;j in Eq. (10) is the global weight of Wi in the whole corpus.

4.3. Summary generation

Salton et al. (1997) proposed a text relationship map to represent the structure of a document and

generated the summary according to the map. One problem of their map is the lack of the type or the

context of a link. To take into account the context of a link, we integrate the map and the above-mentioned

semantic sentence representation to promote text summarization from keyword-level analysis to semantic-

level analysis.

In ourmethod, a sentence Si is represented by the corresponding semantic sentence representation (Section

4.2), instead of the original keyword-based frequency vector. The similarity between a pair of sentences Si and

Sj is evaluated to determine if they are semantic ally related. The similarity is defined as Eq. (12).
simðSi; SjÞ ¼
~Si �~Sj

j~Sijj~Sjj
ð12Þ
We also use a map density parameter (Salton et al., 1997) to decide whether a link should be considered as a

valid semantic link. In our implementation, we set the map density parameter as 1:5� n (i.e., retain the
1:5� n best links on the map, where n is the number of sentences).
The significance of a sentence is measured by counting the number of links that it has. A global bushy

path (Salton et al., 1997) is established by arranging the k bushiest sentences in the order that they appear in
the original document. Finally, a designated number of sentences are selected from the global bushy path to
generate a summary.
5. Evaluation

In this section, we report our experimental results.

5.1. Data corpus

One hundred articles in the domain of politics were collected from New Taiwan Weekly (New

Taiwan Inc., 2003) and were partitioned into five sub-collections, named Set 1, Set 2, . . ., and Set 5.



Table 2

Statistics of the data corpus

Document statistics Set 1 Set 2 Set 3 Set 4 Set 5

Documents per collection 20 20 20 20 20

Sentences per document 27.5 27.9 30.8 25.5 27.4

Sentences per manual summary 8.7 9.0 10.0 8.0 8.7

Manual compression rate per document 30% 30% 30% 30% 30%

Average rank of manual summary sentence 4.1 3.8 4.1 3.8 4.0
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The summaries of the articles were created by three independent human annotators. Each sentence
included in the summaries was annotated with a rank to indicate its significance. To create a final set of

summaries, each sentence received a maximum rank among the three annotated ranks. Then, the top

30% of sentences for each document were selected as its summary. Table 2 shows the statistics of the

data corpus.
5.2. Evaluation methods

There are two sorts of methods to evaluate the performance of text summarization: extrinsic evaluation

and intrinsic evaluation (Mani & Bloedorn, 1999; Mani & Maybury, 1999). Extrinsic evaluation judges the

quality of a summary based on how it affects other task(s), and intrinsic evaluation judges the quality of a

summary based on the coverage between it and the manual summary. We chose intrinsic evaluation and

used recall ðRÞ, precision ðP Þ and F -measure ðF Þ to judge the coverage between the manual and the
machine-generated summaries. Assume that T is the manual summary and S is the machine-generated
summary, the measurements are defined as Eq. (13) (Baeza-Yates & Ribeiro-Neto, 1999).
P ¼ jS \ T j
jSj ; R ¼ jS \ T j

jT j ; F ¼ 2PR
R þ P

ð13Þ
5.3. Modified corpus-based approach

First of all, we explain the symbols used in the following evaluation results.

• CR: compression rate,

• POS: position ðf1Þ,
• PK: positive keyword ðf2Þ,
• NK: negative keyword ðf3Þ,
• C: centrality ðf4Þ,
• TR: resemblance to the title ðf5Þ,
• CBA: original corpus-based approach,

• MCBA: modified corpus-based approach,

• MCBA+GA: MCBA with GA to find a suitable score function.

We measured the performance of our first approach in the way called k-fold cross-validation (Han &
Kamber, 2001). In our experiments, training and testing was performed five times (i.e., k ¼ 5). In iteration i,
Set i was selected as the test corpus, and the other sets are collectively used to train the values for each
feature. Table 3 shows the effects of different features. Consider POS first; it can be observed that MCBA



Table 4

Performance evaluation (F -measure) compared between CBA and MCBA when considering different heuristic functions

F -measure CR¼ 10% CR¼ 20% CR¼ 30%
CBA MCBA CBA MCBA CBA MCBA

All features 0.3046 0.3029 0.4122 0.4136 0.4688 0.4839

Without POS 0.3051 (+) 0.3109 (+) 0.4003 ()) 0.4129 ()) 0.4686 ()) 0.4824 ())
Without PK 0.3071 (+) 0.3025 ()) 0.4048 ()) 0.3989 ()) 0.4583 ()) 0.4619 ())
Without NK 0.3083 (+) 0.3166 (+) 0.4045 ()) 0.4294 (+) 0.4736 (+) 0.4908 (+)

Without C 0.2585 ()) 0.2234 ()) 0.3346 ()) 0.3297 ()) 0.4029 ()) 0.4024 ())
Without TR 0.2745 ()) 0.2974 ()) 0.3829 ()) 0.3773 ()) 0.4418 ()) 0.4599 ())

In this table, ‘‘+’’ means the result outperforms that of the heuristic function when all features are considered, and ‘‘)’’ means the
opposite.

Table 3

Influence of each feature between CBA and MCBA when considering F -measure

F -measure CR¼ 10% CR¼ 20% CR¼ 30%
CBA MCBA CBA MCBA CBA MCBA

POS 0.2282 0.2327 0.2988 0.3092 0.3563 0.3671

PK 0.1785 0.1687 0.2813 0.2919 0.3547 0.3548

NK 0.1439 0.1293 0.2468 0.2259 0.3307 0.3031

C 0.3039 0.2971 0.3913 0.3935 0.4478 0.4476

TR 0.2345 0.2515 0.3313 0.3382 0.3920 0.4056

In this table, we only list the average performance for each feature.
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outperforms CBA about 2.0%, 3.5%, and 3.0% 7 when CR is 10%, 20%, and 30%, respectively. The result

justifies our assumption that the significance of a sentence depends on its position in the text. With regard
to PK, MCBA outperforms CBA when CR is 20% and 30%. The result shows that the sentence length may

bias the score, and make the summarizer misjudge the importance of sentences. Furthermore, for C, and

TR, the result reveals that considering new keywords when computing scores of keyword-based features

may influence the importance of keywords, because both C and TR in CBA do not consider new keywords.

Table 4 gives the performance results when different heuristic functions are considered. For example,

‘‘All features’’ indicates that POS, PK, NK, C, and TR are all considered, while ‘‘Without POS’’ means all

but the POS are used. In this experiment, the weight of each feature is set to be 1. The result shows that C

and TR are two essential features. Without C and TR, the performance deteriorates severely. For example,
when CR is 30%, C declines about 14.1% for CBA and 16.8% for MCBA, while TR declined about 5.8% for

CBA and 5.0% for MCBA. On the other hand, the result indicates that POS and PK are two less important

features, because the performance tends to worsen without them, but the differences are not great. We

conjecture that POS and PK are neutral features for the test corpus since C and TR dominate the per-

formance. In addition, NK is not a good feature either for CBA or MCBA because without NK, the overall

performance improves. Therefore, we conclude that POS+PK+C+TR is the best combination of

features. Tables 5–7 show the performance when POS, PK, C, and TR are considered. It can be seen that

F -measure of MCBA outperforms that of CBA about 2.7%, 6.2%, and 3.6%, when CR is 10%, 20%, and
30% respectively.

Table 8 lists feature weights obtained by GA when CR is 30%. In this table, we list as well the fitness

(F -measure) when the feature weights are applied to the training corpus. Tables 9–11 show the performance
7 Hereafter, we use relative improvement for comparison. Here, relative improvement is calculated as 100� ðMCBA � CBAÞ=CBA.



Table 7

Performance evaluation (F -measure) compared between CBA and MCBA when not considering NK, and the weight of each feature is
set as 1

POS+PK+C+ TR

(F -measure)
CR¼ 10% CR¼ 20% CR¼ 30%
CBA MCBA CBA MCBA CBA MCBA

Set 1 0.2789 0.3202 0.4319 0.4438 0.5264 0.5330

Set 2 0.2635 0.2703 0.3921 0.4434 0.4456 0.4989

Set 3 0.3421 0.3305 0.3746 0.3848 0.4578 0.4667

Set 4 0.3097 0.2964 0.3709 0.3819 0.4143 0.4210

Set 5 0.3473 0.3654 0.4530 0.4929 0.5237 0.5342

Avg. 0.3083 0.3166 0.4045 0.4294 0.4736 0.4908

Table 6

Performance evaluation (precision) compared between CBA and MCBA when not considering NK, and the weight of each feature is

set as 1

POS+PK+C+

TR (precision)

CR¼ 10% CR¼ 20% CR¼ 30%
CBA MCBA CBA MCBA CBA MCBA

Set 1 0.5292 0.6083 0.5319 0.5474 0.5264 0.5330

Set 2 0.5108 0.5208 0.4928 0.5570 0.4456 0.4989

Set 3 0.6308 0.6058 0.4720 0.4735 0.4578 0.4667

Set 4 0.5750 0.5500 0.4586 0.4727 0.4143 0.4210

Set 5 0.6367 0.6742 0.5631 0.6132 0.5237 0.5342

Avg. 0.5765 0.5918 0.5037 0.5328 0.4736 0.4908

Table 5

Performance evaluation (recall) compared between CBA and MCBA when not considering NK, and the weight of each feature is set

as 1

POS+PK+C+

TR (recall)

CR¼ 10% CR¼ 20% CR¼ 30%
CBA MCBA CBA MCBA CBA MCBA

Set 1 0.1893 0.2173 0.3636 0.3732 0.5264 0.5330

Set 2 0.1775 0.1825 0.3256 0.3683 0.4456 0.4989

Set 3 0.2347 0.2272 0.3105 0.3241 0.4578 0.4667

Set 4 0.2119 0.2029 0.3114 0.3204 0.4143 0.4210

Set 5 0.2388 0.2506 0.3789 0.4120 0.5237 0.5342

Avg. 0.2104 0.2161 0.3380 0.3596 0.4736 0.4908
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when the feature weights in Table 8 are applied to the test corpus (i.e., MCBA+GA). It can be observed
that when F -measure is considered, on average, MCBA+GA outperforms MCBA about 12.3%, 9.6%, and
5.0% 8 when CR is 10%, 20%, and 30% respectively. This illustrates the benefits of employing GA in

training. The primary advantage of GA lies in providing a preliminary analysis of the corpus and provides a

referral to tune the score function. However, GA does not guarantee that the obtained score function

always performs well for the test corpus. For example, when CR is 20%, the performance of Set 2 declines

about 0.4%, and when CR is 30%, the performance of Set 5 declines about 1.0% (Table 11). We conclude
8 The relative improvement is calculated as 100� ðMCBA þ GA � MCBAÞ=MCBA.



Table 11

Performance evaluation (F -measure) compared between MCBA and MCBA+GA when NK is not considered, and the weight of each
feature is set as that in Table 8

POS+PK+C+

TR (F -measure)
CR¼ 10% CR¼ 20% CR¼ 30%
MCBA MCBA+GA MCBA MCBA+GA MCBA MCBA+GA

Set 1 0.3202 0.3653 0.4438 0.4935 0.5330 0.5446

Set 2 0.2703 0.3109 0.4434 0.4418 0.4989 0.5244

Set 3 0.3305 0.3733 0.3848 0.4787 0.4667 0.5108

Set 4 0.2964 0.3609 0.3819 0.4239 0.4210 0.4668

Set 5 0.3654 0.3682 0.4929 0.5145 0.5342 0.5289

Avg. 0.3166 0.3557 0.4294 0.4705 0.4908 0.5151

Table 10

Performance evaluation (precision) compared between MCBA and MCBA+GA when NK is not considered, and the weight for each

feature is set as that in Table 8

POS+PK+C+

TR (precision)

CR¼ 10% CR¼ 20% CR¼ 30%
MCBA MCBA+GA MCBA MCBA+GA MCBA MCBA+GA

Set 1 0.6083 0.6875 0.5474 0.6081 0.5330 0.5446

Set 2 0.5208 0.5975 0.5570 0.5556 0.4989 0.5244

Set 3 0.6058 0.6825 0.4735 0.5893 0.4667 0.5108

Set 4 0.5500 0.6750 0.4727 0.5233 0.4210 0.4668

Set 5 0.6742 0.6725 0.6132 0.6395 0.5342 0.5289

Avg. 0.5918 0.6630 0.5328 0.5832 0.4908 0.5151

Table 9

Performance evaluation (recall) compared between MCBA and MCBA+GA when NK is not considered, and the weight of each

feature is set as that in Table 8

POS+PK+C+

TR (recall)

CR¼ 10% CR¼ 20% CR¼ 30%
MCBA MCBA+GA MCBA MCBA+GA MCBA MCBA+GA

Set 1 0.2173 0.2487 0.3732 0.4153 0.5330 0.5446

Set 2 0.1825 0.2101 0.3683 0.3667 0.4989 0.5244

Set 3 0.2272 0.2569 0.3241 0.4031 0.4667 0.5108

Set 4 0.2029 0.2463 0.3204 0.3562 0.4210 0.4668

Set 5 0.2506 0.2535 0.4120 0.4304 0.5342 0.5289

Avg. 0.2161 0.2431 0.3596 0.3943 0.4908 0.5151

Table 8

Features weights obtained by GA when CR¼ 30%
CR¼ 30% POS PK NK C TR Fitness

(F -measure)

Combination 1 0.140 0.857 0.000 0.281 0.278 0.9264

Combination 2 0.225 0.995 0.000 0.299 0.336 0.9358

Combination 3 0.066 0.909 0.000 0.196 0.169 0.9626

Combination 4 0.173 0.961 0.000 0.333 0.039 0.9554

Combination 5 0.172 0.794 0.000 0.248 0.085 0.9587

In the training phase, we just consider the best combination (i.e., POS+PK+C+TR).

J.-Y. Yeh et al. / Information Processing and Management 41 (2005) 75–95 87



88 J.-Y. Yeh et al. / Information Processing and Management 41 (2005) 75–95
that the performance of the GA-trained score function depends on the similarity of the genre of the test

corpus and that of the training corpus. In spite of this, GA does provide a way to address the situation

when we are indecisive about a good combination of feature weights.

5.4. LSA+T.R.M. approach when considering in single-document level

In this experiment, the feasibility of applying LSA to text summarization is evaluated. Tables 12–14

show the performance of our approach. For different test corpuses, the dimension reduction ratios (DR)

differ; for example, when CR is 10%, the best DR for Set 1 is 0.7 (i.e., if the rank of the singular value matrix
Table 12

Performance evaluation (recall) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands for

DR

T.R.M.

(recall)

CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.2088 (0.7) 0.1447 0.3365 (0.7) 0.2908 0.4400 (0.7) 0.3818

Set 2 0.1977 (0.8) 0.1650 0.3211 (0.8) 0.2728 0.4297 (0.7) 0.3834

Set 3 0.1853 (0.9) 0.1530 0.3014 (0.7) 0.2753 0.4272 (0.8) 0.3399

Set 4 0.1887 (0.7) 0.1324 0.3117 (0.4) 0.2241 0.4311 (0.4) 0.3296

Set 5 0.2016 (0.8) 0.1688 0.3371 (0.8) 0.2902 0.4932 (0.6) 0.4085

Avg. 0.1964 (0.8) 0.1522 0.3215 (0.7) 0.2707 0.4442 (0.6) 0.3686

Table 13

Performance evaluation (precision) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands for

DR

T.R.M.

(precision)

CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.5875 (0.7) 0.4042 0.4984 (0.7) 0.4313 0.4400 (0.7) 0.3818

Set 2 0.5608 (0.8) 0.4650 0.4837 (0.8) 0.4104 0.4297 (0.7) 0.3834

Set 3 0.4942 (0.9) 0.3992 0.4407 (0.7) 0.4030 0.4272 (0.8) 0.3399

Set 4 0.5042 (0.7) 0.3542 0.4611 (0.4) 0.3285 0.4311 (0.4) 0.3296

Set 5 0.5383 (0.8) 0.4542 0.4972 (0.8) 0.4282 0.4932 (0.6) 0.4085

Avg. 0.5370 (0.8) 0.4153 0.4762 (0.7) 0.4003 0.4442 (0.6) 0.3686

Table 14

Performance evaluation (F -measure) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands
for DR

T.R.M.

(F -measure)
CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.3076 (0.7) 0.2127 0.4016 (0.7) 0.3472 0.4400 (0.7) 0.3818

Set 2 0.2920 (0.8) 0.2433 0.3858 (0.8) 0.3276 0.4297 (0.7) 0.3834

Set 3 0.2689 (0.9) 0.2180 0.3578 (0.7) 0.3270 0.4272 (0.8) 0.3399

Set 4 0.2740 (0.7) 0.1922 0.3718 (0.4) 0.2663 0.4311 (0.4) 0.3296

Set 5 0.2928 (0.8) 0.2457 0.4013 (0.8) 0.3456 0.4932 (0.6) 0.4085

Avg. 0.2870 (0.8) 0.2224 0.3837 (0.7) 0.3227 0.4442 (0.6) 0.3686



Table 15

Influence of different DR’s ranging from 0.1 to 0.9 when F -measure is considered, and CR is 30%

F -measure
(CR¼ 30%)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Set 1 0.2901 0.3500 0.4304 0.3430 0.3859 0.4282 0.4400 0.4268 0.3859

Set 2 0.3451 0.4095 0.4079 0.3812 0.3955 0.3860 0.4297 0.4190 0.3750

Set 3 0.3407 0.3557 0.3311 0.3360 0.3973 0.3985 0.4107 0.4272 0.3593

Set 4 0.3629 0.3179 0.3672 0.4311 0.3674 0.3826 0.4132 0.4167 0.3284

Set 5 0.2779 0.3823 0.3547 0.4569 0.4744 0.4932 0.4614 0.4288 0.4149

Avg. 0.3059 0.3446 0.3989 0.4431 0.4420 0.4584 0.4583 0.4379 0.4090

Table 16

The upper-bound performance (F -measure) of LSA+T.R.M. when consider the best DR for each document

LSA+T.R.M. (F -measure) CR¼ 10% CR¼ 20% CR¼ 30%
Set 1 0.4245 0.5373 0.5773

Set 2 0.4192 0.4944 0.5315

Set 3 0.4183 0.4925 0.5169

Set 4 0.4223 0.4841 0.5228

Set 5 0.4394 0.5114 0.5901

Avg. 0.4247 0.5039 0.5477
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is n, then only the first 0:7� n of diagonal entries are kept for semantic matrix reconstruction). When the
compression rate is 10%, 20%, and 30%, the average DR is about 0.8, 0.7, and 0.6 respectively. Regarding

F -measure on average LSA+T.R.M. outperforms Keyword+T.R.M. (Salton et al., 1997) about 29.0%,
18.9%, and 20.5% 9 when CR is 10%, 20%, and 30% respectively.

Table 15 shows the impact of different DR’s when CR is 30%. The result indicates that when DR ranges

from 0.6 to 0.8, LSA+T.R.M. achieves better performance. Similarly, when CR is 10% and 20%,

LSA+T.R.M. achieves better performance as well when DR ranges from 0.6 to 0.8. Table 16 shows the

performance of different sub-collections when the best DR is considered for each document. The result

reveals that when CR is 10%, 20%, and 30%, we get an F -measure of 0.4247, 0.5039, and 0.5477 respec-
tively. This indicates an upper-bound performance of our LSA+T.R.M. method. To sum up, with the

appropriate DR, LSA+T.R.M. works well. Thus, we conclude that LSA can be employed to promote text

summarization from keyword-level analysis to semantic-level analysis.

The effect of LSA in text summarization is illustrated with an example shown in Table 17. The precedent

1 means that the following sentence belongs to the manual summary, the precedent 2 means a summary

sentence created by Keyword+T.R.M., and precedent 3 means a summary sentence created by

LSA+T.R.M. Table 18 shows the text relationship maps created by Keyword+T.R.M. and LSA+T.R.M.

respectively.
In this example, when CR is 30%, LSA+T.R.M. achieves F -measure of 0.8, and Keyword+T.R.M.

achieves F -measure of zero. Probing into the cause of the result, we find that LSA+T.R.M. sorts all
sentences in the order of {P9S1, P1S1, P8S3, P8S2, P4S2, P3S1, P6S1, P10S1, P3S2, P11S2, P11S1, P8S1,

P7S1, P5S1, P4S1, P2S1}, while Keyword+T.R.M. sorts all sentences in the order of {P3S1, P7S1, P5S1,

P3S2, P10S1, P8S3, P2S1, P11S2, P9S1, P8S2, P4S2, P4S1, P1S1, P8S1, P6S1, P11S1}. LSA+T.R.M. has

four overlapping sentences with the manual summary in the top 30% sentences, but Keyword+T.R.M. has
9 The relative improvement is calculated as 100� ðLSA þ T :R:M :� Keyword þ T :R:M :Þ=Keyword þ T :R:M :



Table 17

An example article from New Taiwan Weekly (New Taiwan Inc., 2003) that has 16 sentences in total
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no overlapping sentences with the manual summary. Hence, LSA+T.R.M. gets a better result. This

phenomenon explains that LSA can derive more precise semantic meanings from a text.

5.5. LSA+T.R.M. when considering in corpus level

In contrast to the previous experiments that consider LSA+T.R.M. in single-document level (Section
5.4), in this experiment, we apply LSA+T.R.M. in corpus level in order to analyze the impacts of expected

contextual usage of words in the whole corpus. Tables 19–21 show the evaluation results. When CR is 10%,

20%, and 30%, the average DR is about 0.5, 0.5, and 0.4 respectively. Similar to Tables 12–14, regarding F -
measure, our LSA+T.R.M. outperforms Keyword+T.R.M. about 19.6%, 16.7%, and 13.4% when CR is

10%, 20%, and 30% respectively. However, the scale of relative improvements does not surpass that of

LSA+T.R.M. in single-document level (Table 14, Table 21).

Table 22 shows the performance when the best DR is considered for each document. When CR is 10%,

20%, and 30%, we get an F -measure of 0.3064, 0.4047, and 0.4532 respectively. This indicates an upper-
bound performance of our LSA+T.R.M. method in corpus-level. Similarly, the result does not surpass that



Table 20

Performance evaluation (precision) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands for

DR

T.R.M.

(precision)

CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.4625 (0.4) 0.3958 0.4104 (0.5) 0.3604 0.3986 (0.2) 0.3340

Set 2 0.4342 (0.3) 0.4050 0.4175 (0.6) 0.3472 0.4007 (0.3) 0.3394

Set 3 0.4217 (0.6) 0.3425 0.4250 (0.6) 0.3816 0.3956 (0.4) 0.3473

Set 4 0.4958 (0.4) 0.3750 0.4011 (0.4) 0.3288 0.3530 (0.4) 0.3426

Set 5 0.4992 (0.6) 0.4142 0.4708 (0.4) 0.4049 0.4300 (0.6) 0.3806

Avg. 0.4627 (0.5) 0.3865 0.4250 (0.5) 0.3646 0.3956 (0.4) 0.3488

Table 18

Text relationship maps created by LSA+T.R.M. and Keyword+T.R.M.

LSA+T.R.M. Keyword+T.R.M.

Connected sentences Link Connected sentences Link

P1S1 P3S1, P3S2, P4S2, P6S1, P8S2, P8S3, P9S1 7 P3S1, P4S2 2

P2S1 0 P3S1, P7S1, P8S1 3

P3S1 P1S1, P4S2, P6S1, P8S2, P8S3, P9S1 6 P1S1, P2S1, P3S2, P4S2, P5S1, P8S2,

P8S3, P9S1, P10S1

9

P3S2 P1S1, P6S1 2 P3S1, P5S1, P7S1, P10S1, P11S2 5

P4S1 0 P5S1, P7S1 2

P4S2 P1S1, P3S1, P6S1, P8S2, P8S3, P9S1 6 P1S1, P3S1 2

P5S1 0 P3S1, P3S2, P4S1, P7S1, P8S3 5

P6S1 P1S1, P3S1, P3S2, P4S2, P9S1 5 P8S3 1

P7S1 0 P2S1, P3S2, P4S1, P5S1, P8S2, P11S2 6

P8S1 0 P2S1 1

P8S2 P1S1, P3S1, P4S2, P8S3, P9S1, P10S1 6 P3S1, P7S1 2

P8S3 P1S1, P3S1, P4S2, P8S2, P9S1, P10S1 6 P3S1, P5S1, P6S1 3

P9S1 P1S1, P3S1, P4S2, P6S1, P8S2, P8S3, P10S1 7 P3S1, P10S1 2

P10S1 P8S2, P8S3, P9S1 3 P3S1, P3S2, P9S1 3

P11S1 0 0

P11S2 0 P3S2, P7S1 2

Table 19

Performance evaluation (recall) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands for

DR

T.R.M.

(recall)

CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.1671 (0.4) 0.1450 0.2801 (0.5) 0.2456 0.3986 (0.2) 0.3340

Set 2 0.1507 (0.3) 0.1410 0.2757 (0.6) 0.2310 0.4007 (0.3) 0.3394

Set 3 0.1560 (0.6) 0.1275 0.2914 (0.6) 0.2611 0.3956 (0.4) 0.3473

Set 4 0.1832 (0.4) 0.1382 0.2725 (0.4) 0.2236 0.3530 (0.4) 0.3426

Set 5 0.1900 (0.6) 0.1570 0.3224 (0.4) 0.2741 0.4300 (0.6) 0.3806

Avg. 0.1694 (0.5) 0.1417 0.2885 (0.5) 0.2471 0.3956 (0.4) 0.3488
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of LSA+T.R.M. in single-document level. As mentioned in Hofmann (2001), LSA is not able to explicitly
capture multiple senses of a word, nor does it take into account that every word occurrence is typically

intended to refer to only one meaning at a time. In other words, conceptual representation obtained by LSA



Table 22

The upper-bound performance (F -measure) of LSA+T.R.M. when consider the best DR for each document

LSA+T.R.M.

(F -measure)
CR¼ 10% CR¼ 20% CR¼ 30%

Set 1 0.3067 0.4026 0.4570

Set 2 0.3225 0.4053 0.4618

Set 3 0.2673 0.4051 0.4393

Set 4 0.3060 0.3728 0.4266

Set 5 0.3294 0.4377 0.4812

Avg. 0.3064 0.4047 0.4532

Table 21

Performance evaluation (F -measure) compared with LSA+T.R.M. and Keyword+T.R.M., where the number in parentheses stands
for DR

T.R.M.

(F -measure)
CR¼ 10% CR¼ 20% CR¼ 30%
LSA Keyword LSA Keyword LSA Keyword

Set 1 0.2450 (0.4) 0.2117 0.3328 (0.5) 0.2920 0.3986 (0.2) 0.3340

Set 2 0.2236 (0.3) 0.2091 0.3320 (0.6) 0.2772 0.4007 (0.3) 0.3394

Set 3 0.2273 (0.6) 0.1855 0.3456 (0.6) 0.3099 0.3956 (0.4) 0.3473

Set 4 0.2669 (0.4) 0.2015 0.3244 (0.4) 0.2661 0.3530 (0.4) 0.3426

Set 5 0.2748 (0.6) 0.2274 0.3823 (0.4) 0.3265 0.4300 (0.6) 0.3806

Avg. 0.2475 (0.5) 0.2070 0.3434 (0.5) 0.2943 0.3956 (0.4) 0.3488
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is unable to handle polysemy. We conclude two causes that may affect the performance of LSA+T.R.M. in
corpus level. Consider the polysemy problem first; since our corpus is in the domain of news, there exists

some common words with different meanings existing in different documents. Take ‘‘ ’’ for example,

which can mean ‘‘exercise’’ or ‘‘activation’’. Second, the basis of LSA depends on the relations of co-

occurrence among words. A proper name, such as a person’s name or an organization’s name, may occur in

different documents that describe different events; therefore, words with different meaning but co-occurring

with the proper name, may be bound together in the semantic space even though they do not have any

relations with each other. Consequently, the result of LSA in corpus level cannot reflect the true relations of

expected contextual usage of words.
5.6. Comparison between MCBA and LSA+T.R.M.

Comparing our two proposed approaches, we find that the performance of LSA+T.R.M. approach in

single-document level is close to that of MCBA though it does not surpass it (Tables 5–7, Tables 12–14).
The major attractiveness of LSA+T.R.M. in single-document level over MCBA is that it concerns a single

document; hence, it is easy to implement since it needs no preprocessing. Moreover, when the best DR for

each document is considered, the upper-bound performance of LSA+T.R.M. even exceeds that of

MCBA+GA about 19.4%, 7.1%, and 6.3% when CR is 10%, 20%, and 30% respectively (Table 11, Table

16). This responds to the nature of LSA that if we can find the best DR, LSA+T.R.M. performs better

than other keyword-based methods. Hence, we conclude that LSA can be employed to promote text

summarization from keyword-level analysis to semantic-level analysis. Furthermore, compare LSA+

T.R.M. in single-document and LSA+T.R.M. in corpus level (Tables 12–14, Tables 19–21), the average
DR of LSA+T.R.M. in corpus level is smaller that of LSA+T.R.M. in single-document level. This out-
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come reveals that when the dimension of the word-by-sentence matrix is large, we have to remove more

diagonal entries in the singular value matrix to get an accurate analysis of LSA. Finally, for all methods,

CR is still the important factor that affects the quality of the summary. The results reveal that as CR rises,

we get better performance in both approaches.
Another important issue that we want to mention in particular is which approach is preferred,

MCBA+GA or LSA+T.R.M. We first consider MCBA+GA in several folds: (1) since it is a learning

algorithm, the selection of salient features extremely affects the quality of the summary, (2) the performance

depends on the gene of documents (e.g., you cannot expect a brilliant performance when learning the score

function from a data corpus in the domain of finance, but applying it in the domain of politics), and (3) the

time to compute the summarization for a document is modest because the score function and the feature

values are obtained in advance. In contrast to MCBA+GA, LSA+T.R.M. derives semantic structures

from documents; we believe that it performs better in terms of semantics. However, it is difficult to
determine the best dimension reduction ratio and hard to explain the effects of LSA (Hofmann, 2001). In

addition, the computation time of SVD is much expensive. In conclusion, it depends on the situation to

choose MCBA+GA or LSA+T.R.M. for achieving a better performance. As the above-mentioned, it is

obvious that MCBA+GA is more suitable when you deal with a fixed-domain corpus, and is also

appropriate for an on-line application. As for LSA+T.R.M., it is more preferred when you concern the

quality of the summary since it takes into account semantics in nature. Besides, both of our approaches are

language independent. When applying the algorithms, the most important thing is the selection of salient

terms, and to take more semantics, such as named entities and noun phrases, into consideration. 10
6. Conclusion

In this paper, we propose two text summarization approaches: modified corpus-based approach
(MCBA) and LSA-based T.R.M. approach (LSA+T.R.M.). The first is a trainable summarizer, which

considers several kinds of document features, including position, positive keyword, negative keyword, cen-

trality, and the resemblance to the title, to generate summaries. We exploit two ideas to improve the con-

ventional corpus-based approaches. First of all, sentence positions are ranked to emphasize the significance

of different sentence positions. In addition, document features are combined by a weighting score function,

and the genetic algorithm (GA) is employed to obtain a suitable combination of feature weights. The

second uses latent semantic analysis (LSA) to derive the semantic matrix of a document (in single-document

level) or a corpus (in corpus level), and uses semantic sentence representation to construct a semantic text
relationship map. We evaluate LSA+T.R.M. both in single-document level and corpus level to investigate

the competence of LSA in text summarization.

The two approaches were measured at several compression rates on a data corpus composed of 100

political articles. When the compression rate was 30%, the average F -measure of 49% for MCBA, 52% for
MCBA+GA, 44% for LSA+T.R.M. in single-document level and 40% for LSA+T.R.M. in corpus level

were achieved respectively. The results of MCBA show that centrality and resemblance to the title are the

two dominant features, and the best combination of features is sentence positions, positive keywords,

centrality, and resemblance to the title. The performance of MCBA+GA indicates that employing GA in
training does provide an effective way to address the situation when we are indecisive about a good

combination of feature weights. The results of LSA+T.R.M. show that either in single-document level or
10 As mentioned in Liu, Gong, Xu, and Zhu (2002), an investigation shows that documents belonging to the same topic share named

entities and contain many word associations. Hence, considering salient named entities and noun phrases may be the most essential

step.
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in corpus level, as the appropriate dimension reduction ratio is chosen, LSA+T.R.M. outperforms key-

word-based text summarization approaches. We conclude that LSA can be employed to promote text

summarization from keyword-level analysis to semantic-level analysis.
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