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A 2.56 Gb/s Soft RS (255, 239) Decoder Chip for
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Abstract—Due to high transmission rate requirement for optical
communication systems, the growing uncertainty of received sig-
nals results in the limited transmission distance. In this paper, a
decision-confined soft RS decoder chip is proposed to enhance the
error correcting performance with area-efficient architectures. In-
stead of generating numerous possible candidate codewords and
determining the most likely one as output codeword, our approach
produces only one codeword by confining the degree of error loca-
tion polynomial. Therefore, hardware complexity is significantly
reduced by eliminating decision making unit. Moreover, an iter-
ation-reduced RiBM algorithm is provided to enlarge the coding
gain by using more least reliable positions (LRPs) in the limited op-
eration latency. According to simulation results, our proposed soft
RS (255, 239; 8) decoder with 5 LRPs outperforms 0.4 dB at
codeword error rate (CER) as compared to hard RS decoders. Im-
plemented in standard CMOS 90 nm technology, the soft decoder
chip can achieve 2.56 Gb/s throughput with similar complexity as
a hard decoder. It can fit well for 10–40 Gb/s with 16 RS decoders
in optical fiber systems and 2.5 Gb/s GPON applications.

Index Terms—Error correction code, optical communication,
Reed-Solomon (RS) code.

I. INTRODUCTION

R EED-SOLOMON (RS) code, a famous linear block
code, is widely utilized in various digital data storage

devices and communication systems. Due to the advantage of
overcoming the burst errors, International Telecommunication
Union (ITU-T) standardizes RS (255, 239; 8) in the high speed
optical fiber system [1] and Gigabit Passive Optical Network
(GPON) [2], which demand 2.5 Gb/s throughput for achieving
10–40 Gb/s with 16 RS decoders and satisfying the maximum
up and down link requirement respectively.
Fig. 1 shows the optical fiber system developed by ITU-T.

RS decoders can provide significant gains to resist transmission
degradation; however, the higher transmission throughput re-
quirement in optical communication systems will damage the
reliability of transmitted data. Forward error correction (FEC)
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Fig. 1. Block diagram of submarine system, ITU-G.975.

devices need to enhance error correcting capability to overcome
increasing noise for supporting longer transmission distance.
Without decreasing data rate or changing original system archi-
tecture, soft RS decoding algorithms can achieve considerable
performance gain by making use of soft information [3]–[7].
Nevertheless, the complex computations of soft decoding algo-
rithms is the bottleneck for the hardware implementation. With
VLSI architectures development in these years, the soft decoder
still have several times hardware complexity in contrast to hard
decoders [8]–[15].
In this paper, a decision-confined soft decoder chip is pro-

posed to enhance error correcting capability while maintaining
area efficiency. In Chase algorithm, the final step is exploiting a
decision making unit to determine the decoded codeword from
a list of candidate codewords. The Euclidean distance between
the received data and each codeword is demanded to be cal-
culated. For the long length codeword; however, the Euclidean
distance calculation requires large number of multiplication cal-
culations, which are too complex for practical implementation.
Our design, instead, only decodes one candidate codeword with
the degree of error location polynomial less than error cor-
recting capability . Therefore, the decision making unit and the
memories for storing each candidate codeword are no longer de-
manded, leading to significant hardware complexity reduction.
In addition, with advantages of half computation latency, an it-
eration-reduced reformulated inversionless Berlekamp Massey
(IR-RiBM) algorithm and its homogeneous architecture are pro-
vided to achieve better performance gain by using more LRPs
in the same decoding period. With Gray code based bit-flip-
ping method, the syndrome updater procedure becomes much
simpler without using several suit hardware. Moreover, based
on Björck-Pereyra (BP) method [16], error values can be com-
puted according to the relation between the syndrome values
and the error locators without calculating error evaluator poly-
nomial , resulting in further complexity reduction.
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This paper is organized as follows. Section II describes the
overview of conventional hard RS codes following with soft de-
coding methods. Section III and IV characterize decision-con-
fined and iteration-reduced RiBM algorithms respectively. The
proposed low complexity VLSI architectures as well as the im-
plementation results of our proposed soft RS decoder are pre-
sented in Section V and VI. Finally, we conclude this paper in
Section VII.

II. BACKGROUND

RS code is a kind of cyclic codes and can be classified
into non-binary BCH codes [17]. An RS code over

has block length of symbols and information length
of symbols, where a symbol consists of -bit. It has the
error correcting capability . A conventional
decoding procedure of RS codes contains four major steps:
syndrome calculator, key equation solver, Chien search, and
error value evaluator as shown in Fig. 2(a). The received
polynomial is fed into syndrome calculator to generate
syndrome polynomial ,
which is expressed as

(1)
where is the primitive element over and is the
number of actual errors. Notice that and are the -th actual
error value and error location respectively and indi-
cates the corresponding error locator. The key equation solver
computes error location polynomial and error evaluator
polynomial according to the key equation

(2)

where is defined as

(3)

The most popular methods for solving the key equation are
Berlekamp-Massey (BM) [18] and modified Euclidean algo-
rithms [19]. Once and are evaluated, the Chien
search is applied to find the roots of [20]. If , the in-
verse of error locator , is a root of , an error is assumed
at the -th position. The error value evaluator is utilized to
calculate error values based on Forney’s algorithm [21]:

(4)

Notice that denotes the formal deriva-
tive of . Finally, the estimated codeword polynomial
is obtained by outputting from the FIFO and adding those
error values at error locations.
To provide higher error correcting performance with the

same code rate, soft decoding algorithms of error control codes
exploit reliability information from channel for correctting
an error number larger than half the minimum distance of a
code. Many researchers have been interested in soft decoding
methods for BCH and RS codes [3]–[7]. In 1966, Forney de-
veloped generalized-minimum-distance (GMD) algorithm [3],

Fig. 2. Conventional hard and soft decoding processes. (a) Conventional RS
decoding process. (b) GMD decoding process.

Fig. 3. Interpolation-based list decoding process.

which uses soft information and generates candidate sequences
for several hard decoders to form a list of candidate codewords.
Based on the block diagram of GMD decoding shown in
Fig. 2(b), a GMD decoder uses a reliability evaluator to choose
the LRPs and sends them into a candidate sequence generator
to create several candidate sequences for hard decoders. Each
hard decoder produces a candidate codeword to form a can-
didate codeword list, and a decision making unit determines
the most probable one as the output codeword which has the
smallest Euclidean distance away from soft received sequence

. Since several hard decoders are utilized, a GMD decoder
is many times the hardware complexity of a hard decoder. With
similar concept, Chase and Chase-GMD algorithms [4], [5] are
also widely used to efficiently generate the candidate list and
have been applied in many applications.
On the other hand, Guruswami-Sudan (GS) algorithm [6],

an interpolation-based list decoding method, merges probability
information into algebraic interpolation process and finds out all
probable codewords within its extended decoding sphere. An in-
terpolation-based list decoding algorithm generally consists of
three steps: interpolation, factorization, and decision making as
shown in Fig. 3. The interpolation step builds a minimum degree
non-zero bivariate polynomial, , that passes each inter-
polation point with at least its associated multiplicity. Then the
factorization step evaluates all factors of in form of

, where is one of the decoded results in the list and its
degree is less than . Finally, a decision making unit is applied
to choose the output codeword from the list. Recently, based on
GS algorithm, many researches, such as Koetter-Vardy (KV) al-
gorithm [7], [11] and low-complexity Chase (LCC) method [8],
utilize a multiplicity assignment unit to determine interpolation
points and corresponding multiplicities according to the relia-
bility information for reducing the computing complexity.
The low-complexity VLSI architectures for soft decoders

have been developed in recent years [9], [11]–[14]. However,
these soft decoders still require several times area than the hard
decoders does and practical implementations have not been
applied. Therefore, this paper will provide a decision-confined
soft decoder chip to enhance error correcting capability while
maintaining area efficiency.
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III. PROPOSED DECISION-CONFINED DECODING ALGORITHM

In Chase algorithm, several candidate sequences are gen-
erated and decoded as candidate codewords. Then a decision
making unit is utilized to choose the most probable one as
output codeword from the candidate codeword list. However,
some of candidate sequences may not be successfully decoded
due to having more than errors, resulting in unnecessary com-
putations. For a successful RS decoding procedure, the number
of roots found by Chien search must be equal to the degree
of . Checking the number of roots after Chien search for
all candidates sequence costs a large amount of computation
complexity and latency; therefore, it is necessary to find an
efficient way for determining the most reliable candidate code-
word. From our simulation results of RS (255, 239; 8) codes,
there is over 99.5% probability that Chien search finds less
than roots for a degree- while more than errors occur
in the received data. According to this characteristic, a deci-
sion-confined algorithm is proposed for enhancing decoding
efficiency with fewer number of decoded candidate sequences
and without a decision making unit as shown in Algorithm-1.

Algorithm-1: Decision-Confined Algorithm

Input: The received sequence

The reliability of each bit

Initial: -bit integers: , .

Step 1.

Calculate syndrome polynomial .

Evaluate LRPs: , and

corresponding error values: .

Step 2.

, (Gray code)

Find the different bit between and : -th bit

Update syndrome polynomial:

Step 3.

Calculate from key equation solver with

If

Go to Step 5

else if and

Go to Step 4

else

Go to Step 2

Step 4.

Calculate from key equal solver with

Step 5.

Evaluate error location and error value to obtain

Output: The decoded codeword: .

End

Based on the received soft information, LRPs
as well as corresponding error values:

are determined in Step 1. In the mean-
time, the syndrome polynomial is calculated. In Step 2,
the overhead is too high for evaluating syndrome polyno-
mials with (1) for candidate sequences. Instead, we apply
a syndrome updater to obtain the -th syndrome polynomial

from the syndrome polynomial . Notice that, there
are only uncommon points for all the candidate sequences.
Therefore, the -th candidate sequence can be constructed by
adding the error pattern induced by the bit flipping

procedure to the received data, and the is of the form:

(5)

where for and . The
-th syndrome polynomial can be derived as

(6)

To further improve the complexity, can be obtained
from the previous syndrome polynomial . The candi-
date sequences can be generated according to Gray code based
bit flipping order, leading to only one different bit between suc-
cessive two candidate sequences. Accordingly, can be
simplified as

(7)

where is difference polynomial between

and and the only one different bit is at -th position.
For example, if the flipped LRP is the 25th symbol, 4th bit of
the received data, the values of and will be and
respectively. The computations of the syndrome updater will be
reduced since there is only one bit required to be flipped while
the decoder generates one candidate codeword, leading to fewer
multiplication computations.
After updating the syndrome polynomial , the corre-

sponding error location polynomial is calculated by key
equation solver in Step 3. An unique decoding condition is set to
avoid unnecessary computations for those candidate sequences
with more than errors. Only the with degree less than
will be sent to Chien search and error value evaluator for eval-
uating the error locations and error values. It is highly probable
for these candidate sequences with less than errors. Once the
condition is met, this candidate sequence will be completely de-
coded as output codeword. Otherwise, the decoder will generate
a new syndrome polynomial with another bit flipped sequence.
Notice that, if all the generated error location polynomials have
degree of , the proposed decoder will decode received data as a
hard RS decoder to guarantee error correcting capability. There-
fore, the proposed decision-confined decoding algorithm will
not cause an error floor at high SNR region.
Fig. 4 shows the RS (255, 239; 8) simulation results for our

proposed decision-confined algorithm with under
BPSK modulation and AWGN channel. Our proposal with
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Fig. 4. Simulation results for RS (255, 239; 8) codes.

TABLE I
AVERAGE NUMBER OF EXECUTION FOR RS (255, 239; 8) CODES

can provide 0.4 dB coding gain at codeword error rate
(CER) over the hard RS decoder, and also outperforms GMD
and KV algorithms. As compared with Chase algorithm with

, our proposed method can achieve similar error cor-
recting ability with . Notice that, the average computa-
tion complexity of our proposal is much less than Chase algo-
rithm although it requires more LRPs to achieve similar error
correcting performance. According to our simulation results of

RS (255, 239; 8) codewords, Table I demonstrates the av-
erage number of execution of each component for decoding a
RS (255, 239; 8) codeword during different region. If
our approach with is applied at , the average
computation of syndrome calculator, key equation solver, Chien
search and error value evaluator are 1.07, 1.07, 1 and 1 times re-
spectively. However, Chase algorithm with executes
calculation for all the decoding blocks.

IV. ITERATION-REDUCED RiBM ALGORITHM

According to our decision-confined algorithm, the coding
gain can be further enhanced as the number of candidate
sequences is increased, i.e. using more LRPs. However, the
decoding period is limited and several parallel key equation
solvers are required if more candidate sequences are gener-
ated. This will induces significant hardware increment. On the
contrary, accelerating the decoding procedure can allow more
candidate sequences decoded in the same decoding period
without duplicating hardware. This section discusses the accel-
eration of key equation solver, which is the critical part of our
design.
Berlekamp Massey (BM) algorithm is one of the most pop-

ular methods for solving the key equation, which evaluates
and in iterations. To improve the critical path delay,
Sarwate and Shanbhag proposed a reformulated inversionless
Berlekamp Massey (RiBM) algorithm [22] with a low-com-
plexity homogeneous architecture in 2001. Based on RiBM al-
gorithm, we proposed an iteration-reduced RiBM (IR-RiBM)
algorithm to reduce the number of iterations from to by
evaluating current discrepancy and predicting next discrepancy
at the same iteration.

The discrepancy at each iteration is defined as

(8)

Notice that represents the error location polynomial
generated in -th iteration, can be viewed as its degree,
and represents its -th coefficient. RiBM algorithm,
which only has one finite field multiplier (FFM) and one finite
field adder (FFA) critical path delay, uses the characteristic that

is exactly the coefficients of in the polynomial product
of and

(9)

where of degree at most contains the high-order
terms and can be utilized for error value evaluation. Accord-
ingly, operations for updating can be merged in those
for calculating . The is iteratively calculated as

(10)

Algorithm-2: Iteration-Reduced RiBM Algorithm w/o

Initialization: , , ,

,

for to do

begin

Step 1.

Case 1: &

,

,

, ,

Case 2: & &

, ,

,

, ,

Case 3: & &

, ,

, ,

Case 4: &

, ,

, ,

, ,
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Case 5: &

, , ,

,

, ,

Step 2.

end

Output: , .

It can be found that only if and
, implying that can be increased only once

within any two successive iterations [23]. Therefore, we can re-
duce the number of iterations of RiBM algorithm from to
by calculating the discrepancy of the odd iteration as
well as predicting the discrepancy of the even iteration in
the meantime for , where

(11)

(12)

Notice that and are exactly the coefficients of
and in (9). Then the updating criterion can be mod-

ified into five cases as shown in Fig. 5 and is iteratively
calculated as

(13)

where will be generated based on different cases.More-
over, according to (9), will not affect discrepancy calcu-
lation since it consists of coefficients of in for .
Therefore, the calculation for in RiBM algorithm can be
eliminated if only is required.
Algorithm-2 describes the iteration-reduced RiBM algorithm

for evaluating only. The initialization step utilizes either
syndrome values or 1 for each storage element. In Step 1, each
signal used for calculation is computed under five different
cases according to Fig. 5. Based on these signals, can be up-
dated in the step 2. Notice that, cannot be changed by

for any [22]. Hence, we define , implying

that and become discrepancies of odd and even itera-
tions respectively. As a result, the equation for updating
becomes

(14)

Fig. 5. The updating criterion for iteration-reduced RiBM algorithm.

Fig. 6. Decision-confined soft RS decoding process.

In addition, the original definition of used for cal-
culation is

(15)

However, evaluating right after updating and leads
to long critical path. To reduce the critical path,
and can be applied to replace and .
And (15) becomes

(16)

After iterations, is stored in .
Notice that, our proposed IR-RiBM algorithm reduces the re-

quired iterations by evaluating current and next discrepancies
at the same time; therefore, it will not cause any loss in error
correcting performance. In addition, as RiBM algorithm, it can
provide extremely regular architecture, which will be discussed
in Section V.

V. VLSI ARCHITECTURES FOR PROPOSED DECODER

As shown in Fig. 6, a soft RS (255, 239; 8) decoder based
on our decision-confined decoding algorithm is presented with
3-stage pipeline architecture for the 2.5 Gb/s throughput re-
quirement of optical communication systems.
At the first stage, the reliability evaluator determines 5 LRPs

and the syndrome calculator computes the syndrome polyno-
mial in the meanwhile. Then the syndrome updater iter-
atively modifies the syndrome polynomial according to
the LRPswith Gray code based bit-flippingmethod, and the iter-
ation-reduced key equation solver computing the corresponding

at the second stage. Once the degree of is less
than , the parallel-2 Chien search and the BP-based error value
evaluator are applied to find error locations as well as error
values at the last stage. According to our timing schedule shown
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Fig. 7. Decoding scheme of the decision-confined soft RS decoder.

Fig. 8. Reliability evaluator.

in Fig. 7, the first stage requires 259 clock cycles due to the
pipeline reliability evaluator architecture. At the second stage,
each candidate sequence will consume 8 cycles for key equa-
tion solver, indicating that totally 256 cycles are demanded for
5 LRPs. Then the parallel-2 Chien search and BP-based error
value evaluator spend 128 and 92 cycles respectively, resulting
in 220 cycles at the last stage. The following subsections will
show the unique blocks of our approach in contrast to conven-
tional hard decoders.

A. Reliability Evaluator

For a RS (255, 239; 8) code over , a symbol con-
sisting of 8 bits is fed into the reliability evaluator each cycle for
choosing 5 LRPs. Hence, the reliability evaluator has to com-
pare values and determine 5 LRPs. To reduce the
computation time as well as the critical path, themerge sort con-
cept introduced in [24] is exploited for designing the reliability
evaluator with pipeline architecture as shown in Fig. 8. The first
and second stages calculate the 5 LRPs of the inputted 8 bits ac-
cording to the divide-and-conquer concept. The third stage de-
cides the new temporary LRPs among the output of the second
stage and the temporary LRPs from previous calculation. Due
to the delay of pipelined design of the reliability evaluator, the
required latency is slight enlarged from 255 to 259 clock cycles.

B. Syndrome Updater

Instead of recalculating the -th syndrome polynomial
with syndrome calculator, the syndrome updater calculates it by
updating the -th syndrome polynomial , leading
to further hardware reduction. According to (7), can be
obtained with , where the only one different bit between
successive two candidate sequences is at -th position. The pro-
posed syndrome updater shown in Fig. 9 utilizes look up Table I
(LUT1) and LUT2 to find the and based on the results
of reliability evaluator. Notice that, there are at most can-
didates sequences for each received data and 259 computation
cycles for each pipeline stage according to Fig. 7. The finite field

Fig. 9. Syndrome updater.

multipliers (FFMs) and squarers can be shared for computing 16
updated syndrome values. Our design only requires 4 FFMs and
2 squares for updating a syndrome polynomial within 8 cycles.

C. Iteration-Reduced RiBM Key Equation Solver

The key equation solver, which generally requires itera-
tions, is the most critical part of a RS decoder. For our soft RS
(255, 239; 8) decoder, there are 259 cycles to deal with 32 candi-
date sequences in a pipeline stage, where solving the key equa-
tion for a candidate sequence generally needs cy-
cles. Using two key equation solvers in parallel is one way for
meeting the timing constraint; however, it results in high hard-
ware complexity and difficult signal controlling. Instead, the it-
eration-reduced RiBM algorithm is applied in our decoder to re-
duce the number of required iterations from to , i.e. from 16
to 8. Besides, only is demanded to be verified whether
the degree is less than in the decoding constraint defined in
Algorithm-1. The Chien search and error value evaluator do
not need and to evaluate the error locations and
error values if the degree of is equal to . Hence,
is not necessary to be computed in this complex part, leading to
further hardware reduction.
According to Algorithm-2, the structure of the processing el-

ement of iteration-reduced RiBM (IR-PE) is depicted in Fig. 10.
Each IR-PE contains 2 finite field adders (FFAs), 3 FFMs and 2
registers. Ignoring the control unit, the hardware requirement of
this architecture is IR-PEs as illustrated in Fig. 11. The
extremely regular structure offers some advantage in VLSI cir-
cuit layouts. At the beginning of the process, is initialized to
1 and stored into . The initial loading of

are , respectively. In each iteration,
is calculated and stored into . After cycles, this
iterative algorithm is completed and the coefficients of are
stored in the processors . Notice that
the discrepancies and are always in the first and
second IR-PEs ( and ).
As compared with the architecture of [23], our method ob-

viously improves the critical path and provides the advantage
of regularity while offering the same number of iterations. The
critical path in [23] is an adder tree discrepancy computation
and longer than , where and
are the delay time of FFM and FFA respectively. However, the
critical path of our proposal passes through only 2 FFMs and
2 FFAs in the control signal updating procedure. In contrast
to the RiBM architecture with critical path delay,
the proposed IR-RiBM needs only half number of iterations but
has doubled critical path delay. However, for a 2.5 Gb/s soft RS
Chip design, 320 MHz operating frequency is sufficient for the
requirement. On the other hand, the improvement of the number
of iterations in key equation solver procedure is more important
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Fig. 10. Processing element (IR-PE) of iteration-reduced RiBM key equation
solver.

Fig. 11. Homogeneous architecture of iteration-reduced RiBM key equation
solver.

for enhancing the error correcting performancewithmore LRPs,
implying that our IR-RiBM is more suitable.

D. Error Value Evaluator

Conventionally, the corresponding error values can be calcu-
lated with and based on the Forney’s algorithm after
Chien search evaluates the error locations. However, the parallel
architecture for meeting timing constraint induces costly hard-
ware complexity for error value calculation. On the other hand,
the Björck-Pereyra (BP) [16] can compute the error values by
solving the Vandermonde relation between the syndrome and
error locators as:

...
...

. . .
...

...
...

(17)

.
The error value evaluator shown in Fig. 12 is implemented

based on the following procedure:

• Step 1:

for

for

• Step 2:

for

for

Fig. 12. BP-based error value evaluator.

• Step 3:

for

The variable , which initially represents the -th syndrome
value, is updated iteratively. Each calculation of the syndrome
represents a row operation in (17). The control logic determines
the computation order of the and , and the computation
results will be used to update each value. After all computa-
tions, indicates the -th error value. Although BP algorithm
takes cycles time to work, it matches the timing schedule in
our design.

VI. IMPLEMENTATION RESULT

As shown in Table II, the proposed decision-confined soft RS
decoder is compared to the LCC soft RS decoder and the pRiBM
hard RS decoder. Both our proposed decoder and the pRiBM
decoder have 3-stage pipeline architecture while the LCC de-
coder has 4-stage pipeline architecture. The numbers of required
clock cycles in each pipeline stage are 259, 528, 255 for the pro-
posed decision-confined, the LCC and the pRiBM decoders, re-
spectively. Our design and LCC decoder utilize 5 LRPs and 3
LRPs respectively for generating candidate sequences and have
similar error correcting performance. If the complexity is nor-
malized to XOR gate, our proposed decision-confined decoder
is around 22,534 XOR gate while the LCC decoder and the
pRiBM decoder are about 38,671 and 25,796 XOR gates, re-
spectively. Due to fewer number of storage elements, our pro-
posed decoder can save 42% hardware complexity as compared
to the LCC decoder which requires to store all the candidate
codewords. In addition, the complexity of the LCC decoder in
Table II excludes the complexity of the decision making unit,
which is required for deciding the output codeword from the
list. The pRiBM decoder has the shortest critical path delay be-
cause of applying the pipeline multipliers. Notice that, for a 2.5
Gb/s soft RS chip design, 320 MHz operation frequency is suf-
ficient for the requirement.
Fig. 13 shows the decision-confined soft RS (255, 239; 8) de-

coder die photo, which is implemented with cell-based design
flow and fabricated in 90 nm 1P9M CMOS process. The chip
is verified by Agilent 93000 SOC test system and the Shmoo
plot in Fig. 14 indicates that our design can achieve 320 MHz
operation frequency with 19.6 mW power at 0.98 V supply.
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TABLE II
COMPARISON TABLE FOR RS (255, 239; 8) DECODER

The complexity ratio over among XOR, CFFM, FFM, FFA, MUX, Register, ROM (byte) and
RAM (byte) is 1: 20: 100: 8: 1: 3: 8: 8.

, and are the delay time of MUX, FFA and FFM, respectively.

TABLE III
COMPARISON OF TIME AND HARDWARE COMPLEXITY WITH HARD RS DECODER

The normalized gate count is calculate as: .

Fig. 13. Microphoto of decision-confined soft RS (255, 239; 8) chip.

Fig. 14. Shmoo plot of decision-confined soft RS (255, 239; 8) chip.

Table III compares implementation results of our soft RS de-
coder with other soft and hard RS decoders. Our chip with 45.3

K gates is more area-efficient than the decision-eased soft RS
(224, 216; 4) decoder and is comparable with a conventional
hard decoder. All the hard decoders are designed with 3-stage
pipeline architecture for the throughput. Due to applying se-
rial syndrome calculation and Chien search, the latency of each
pipeline stage is equal to the codeword length. Our design has
slightly more latency in each pipeline stage because the reli-
ability evaluator takes 259 cycles to determine 5 LRPs from
255 successive symbols. Moreover, it can fit well for 10–40
Gb/s with 16 RS decoders in optical fiber systems and 2.5 Gb/s
GPON applications with 0.4 dB coding gain over hard decoders
at CER.

VII. CONCLUSION

This paper provides a novel decoding algorithm and its
area-efficient architecture for soft RS decoders. Instead of
applying several hard RS decoders and determining the most
probable candidate codeword like Chase algorithm, our ap-
proach produces only one codeword by confining the degree
of error location polynomial, leading to significant complexity
reduction. Moreover, the IR-RiBM algorithm is proposed to
allow more LRPs used in the limited operation latency for fur-
ther error correcting performance enhancement. For RS (255,
239; 8) codes, our method can achieve 0.4 dB coding gain at

CER over hard decoders. According to the measurement
results, the proposed soft RS decoder can achieve 2.56 Gb/s
throughput with gate count of 45.3 K and power consumption
of 19.6 mW. Consequently, our design can provide more
powerful correcting ability with a high-speed and area-efficient
solution for optical communications applications.
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