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Abstract

In this paper, a self-consistent model to simulate the general characteristics of one-dimensional semiconductor structures is demonstrated.
During calculation, possible quantum effects and the distributions of both electrons and holes are all considered. In this model, a continuity
equation is solved to calculate the distribution of free electrons and holes. The possible quantum wells are sought using the Schrödinger
equation. The overall charge density and potential are obtained self-consistently by an iteration scheme. The C–V characteristics of the d-
doped structures are simulated and then compared with those of practical samples. By comparing with these d-doped samples, the effective
numbers of dopant atoms can be precisely determined. For these highly doped samples, it is found that the activation rates are only about half.
This finding can be verified by Hall measurements which confirms the accuracy in this study. q 1997 Elsevier Science S.A.
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1. Introduction

In past years, -doped devices have attracted a great deald

of attention because of their substantial advantages in device
applications and the embedded physics within them. Owing
to the capability of epitaxial equipment to grow very thin
layers, there is keen interest to confine carriers and impurities
in a very narrow region. To form a -doped layer, a larged

number of dopant atoms, usually Si and Be for n- and p-type
compound semiconductors respectively, are deposited while
the growth of the host materials is interrupted. After depos-
iting a large number of dopant atoms on the surface, the
growth mode is reinstated to sandwich the dopants in the
epilayer. Such a -doping technique can be applied in molec-d

ular beam epitaxy (MBE) and other growth techniques such
as metal–organic chemical vapor deposition and metal
organic MBE [1,2]. Several high speed and optoelectronic
devices, e.g. the -doped channel field effect transistor [3,4],d

bipolar transistor [5], ultrafast pulse generator [6], and low-
noise photodiode [7], have been designed by incorporating
-doped structures to improve their performances.d

With the development of advanced applications in various
electronic devices, good control of the active doping density
and a finite spread of the -doped layer are of concern in thed

U Corresponding author.

device structures. This requires a good understanding the
properties of the -doped layers. Methods of direct measure-d

ment are secondary ion mass spectrometry and C–V analysis,
which reflect the distribution of dopants and charges [8]. The
related energy band structure of the V-shapes well formed in
the -doped layers has also been studied. Several character-d

ization techniques such as photoluminescence and deep level
transient spectroscopy accompanied by theoretical studies
have been utilized to analyze the -doped structures [9–13].d

These studies usually consider only the Schrödinger equation
coupled with the Poisson equation to achieve a self-consistent
result at low temperatures [9–12,14–16]. Agreement
between the numerical calculations and measurements has
been achieved. However, a more general-purpose simulation
tool which can consider both the quantized and the free
carriers simultaneously is still unavailable for a wider
range of measurements, e.g. the electrical characteristics
and measurements under various biases or at a higher tem-
perature.

In this paper, a home-made simulation tool is used to cal-
culate the general characteristics of one-dimensional semi-
conductor structures. During the calculation, possible
quantum wells are sought. The distributions of both electrons
and holes are included. In the present study, the finite
difference formula is used in the discretization scheme.
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Fig. 1. Flow chart of the self-consistent calculation.

Using this tool, the simulated C–V characteristics of -d

doped semiconductors are compared with measured data.
Since the -doped structures are formed by inserting a sheetd

of dopants in the host material, the impurity atoms are largely
confined within a few monolayers. A flat region will be found
in the C–V curves during depletion through this -dopedd

layer. By tuning the device area and its effective impurity
concentration in our calculation, C–V curves and charge dis-
tributions that are very close to those of the real devices can
be obtained. It is found that, under the condition of high
doping concentration, the fitted doses are much lower than
those intentionally doped in the samples. This finding is
attributed to the limited solubility of Si in GaAs. In contrast,
the solubility of Si in InGaAs is higher than that in GaAs with
the same nominal doping concentration. With a double check
from Hall measurements, the fitted results are believed to be
very accurate.

2. Self-consistent model

In this model, a continuity equation is solved to calculate
the distribution of free carriers. Possible quantum wells in the
devices are sought. The distribution of these quantized car-
riers is obtained from the Schrödinger equation. Therefore,
the total charge density considered in the whole structure
includes free, quantized carriers and ionized impurities.
However, the overall charge distribution and the potential
profile are affected by each other. The resulting charge
distribution and potential profile must satisfy the Poisson
equation, the continuity equation and Schrödinger equation
simultaneously.

Fig. 1 shows the flow chart of our calculation. Three equa-
tions, the Schrödinger equation, the continuity equation and

the Poisson equation, are coupled to achieve a convergent
result on iteration. An iterative scheme similar to that pro-
posed in Ref. [17] is used to accelerate the speed of conver-
gence. A trial potential, Fin, is first assumed; this is simply
calculated from the continuity equation and the Poisson equa-
tion. For a given potential, the quantum wells are sought to
see if there are possible quantized states with energies below
the barriers. The energy spectrum above the barriers is pre-
sumed to be continuous. And those carriers occupying these
unbounded states are taken as free carriers. These quantized
carriers, i.e. n2D and p2D in Fig. 1, and free carriers, n3D and
p3D, are obtained from the Schrödinger equation and the con-
tinuity equation respectively. Before summing up all charged
particles, carrier concentrations are normalized to ensureneu-
trality of the total charges is satisfied. This process is helpful
for stably converging calculations, especially under condi-
tions of high doping concentrations. In the case of high doses,
a small variation of potential will cause large variations in
the carrier concentrations owing to the exponential charac-
teristics of the Fermi probability. Such changes of charge
densities will feed back to cause a large changed potential,
and therefore oscillatory or divergent calculations will occur.
Such renormalization will ensure a more stable adjustment in
potential and charges to prevent the above unsatisfactory
conditions. To solve these one-dimensional differential equa-
tions, the finite difference method is used in the discretization
scheme. After solving the three governing equations, another
potential Fout will be obtained. If Fin is equal to Fout, the
calculated potential and charge profiles are the self-consistent
solutions of the three governing equations. In usual cases, the
potential is not easily tried out. An iterative scheme is then
applied to find the converged solutions. A new trial potential
is a linear combination of the original potential Fin and the
resulting potential from the Poisson equation, i.e.

F9 s(1yf)F qfF (1)in in out

The convergence factor f is changed dynamically over a range
of less than 0.8 for quick convergence.

After the calculations have converged, the specific char-
acteristics such as current or capacitance under a bias are
derived. Fig. 2 shows typical calculation results for a -dopedd

InGaAs well under a forward bias. This program provides
complete information inside the semiconductors. In this case,
quasi-Fermi levels of both electrons and holes are obtained
and are found to be split. Since the n-type dopants are depos-
ited in the center of the quantum well, most electrons are
confined in the well. The density of holes is too low to be
seen in this figure.

To obtain the capacitance of a -doped sample under ad

specific bias, the relation between the surface sheet charge ns

and the biases is first evaluated, i.e.

´sn (V)s F (V) (2)s sq

The equivalent capacitance can be obtained by differentiating
the above relation, i.e.
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Fig. 2. The simulated potential profiles, quasi-Fermi energies, and electron
distributions of a -doped InGaAs well at a bias of 0.3 V.d

Fig. 4. Normalized C–V curves of a -doped GaAs. The unit of vertical axisd

is F my2.

Fig. 3. Schematic diagrams of the -doped structures used in calculation:d

(a) -doped GaAs; (b) -doped GaAs/In0.15Ga0.85As/GaAs quantum well.d d

The substrate is doped by a concentration of 2=1018 cmy3 for the ohmic
contact. The surface Schottky contact is defined by an Al plate.

d
C(V)s n (V) (3)sdV

These C–V characteristics are then compared with those of
practical samples.

3. Sample preparation

In this paper, two device structures are studied as shown
in Fig. 3. The first structure is conventional -doped GaAsd

with two doping concentrations, i.e. 8.3=1011 cmy2 and
3.3=1012 cmy2. The other structure is a -doped InGaAsd

sandwiched by GaAs. The actual concentration of impurities
in the doped layers was extracted with the help of simulation.

The effect of heterojunctions was investigated. All the sam-
ples were grown by solid source MBE under normal growth
conditions. Only the growth temperatures were different:
5808C and 4808C for GaAs and InGaAs respectively.

The capacitance curves of each sample were measured at
room temperature with an HP4192 apparatus at a frequency
of 50 kHz. The apparent charge profiles are also derived from
the C–V curves by the conventional techniques, i.e.

ds´ /C (4)s

3C dV
N(d)s (5)

q´ dCs

where C is the measured capacitance under the bias V,
is the apparent density at the depth d, and ´s is theN(d)

permittivity of the depleted layer.

4. Results and discussion

During comparison of the C–V curves obtained from the
calculation and measurement, the effective contact area can
be determined, which reveals the lateral depletion at the
fringes. Fig. 4 shows typical C–V curves of a sample. The
effective doping concentration can be roughly selected in this
step. However, a more precise determination of the effective
concentration in the doped layer is performed by comparing
the charge profiles derived from the C–V curves. As shown
in Fig. 5 for the -doped GaAs, with several trial doses byd

simulation, very close agreement of charge distributions can
be obtained. The extracted results are summarized in Table 1.

In Table 1, the intended doping concentrations are listed
for comparison. In the case of the low concentration of
8.3=1011 cmy2, it is found all the dopants are activated.
However, this is not the case in the samples with a higher
doping concentration of 3.3=1012 cmy2. As seen in Table 1,
the fitted doses are much less than those nominally doped.
The primary reason may be the limited solubility of the impu-
rity in semiconductors. The amphoteric properties of Si in the
compound semiconductors will make the condition worse. A
portion of Si atoms act as p-type dopants in the cases of heavy
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Table 1
The estimated parameters for each sample

Sample -doped GaAsd -doped GaAsd -dopedd

InGaAs well

Intended dose 8.3=1011 cmy2 3.3=1012 cmy2 3.3=1012 cmy2

Fitted dose 8.3=1011 cmy2 1.75=1012 cmy2 2.5=1012 cmy2

Total charge (Hall) – 0.9=1012 cmy2 1.5=1012 cmy2

Fig. 5. Derived charge profiles of a -doped GaAs from the measurementd

and the calculations with several trial doses. Curves (i)–(iv) are calculations
with doses of 2.0=1012 cmy2, 1.75=1012 cmy2, 1.5=1012 cmy2 and
1.0=1012 cmy2, respectively. The best-fitted dose is 1.75=1012 cmy2.

Fig. 6. Charge distributions of the -doped InGaAs quantum well from thed

measurement and the calculations. The effective doping concentration is
about 2.5=1012 cmy2.

doping. In this case, the effective doping concentration will
be compensated. Even with the same nominal dose, it is also
found that the -doped InGaAs quantum well will have ad

higher effective dopant density than that for -doped GaAs.d

This fact indicates that the solubility of Si may be higher in
InGaAs. Another reason may be the lower growth tempera-
ture of InGaAs which reduces the desorption rate of Si during
deposition.

Considering the charge profile of the -doped InGaAsd

quantum well, as shown in Fig. 6, it is found the profile is
very narrow compared with that for -doped GaAs withoutd

heterojunctions. The very narrow distribution of the apparent
charge profile can be attributed to the confinement enhanced
by the heterojunctions.

In Figs. 5 and 6, comparing the apparent charge distribu-
tions derived from the simulated C–V curves, there is an
interesting phenomenon that the peak positions of eachprofile
vary as the doping concentration changes even though the
doping location and contact area for each calculation are the
same. This finding indicates that the conventional C–V pro-
filing technique, Eqs. (4) and (5), cannot truly reflect the
doping profiles of the -doped structures. Taking -dopedd d

InGaAs as an example, the above conclusion is manifested
by comparing the direct calculated charge profile as shown
in Fig. 2 and the derived charge profiles in Fig. 6. These two
charge distributions are not the same. Considering Eq. (5),
since the derived density is a function of the slope ofN(d)
the C–V curves, may also indicate the variation of theN(d)
effective depletion depth d while depleting the -doped layer.d

The higher we find, the more slowly moving is theN(d)
depletion depth. Since the -doped layer is depleted by sep-d

arating the conduction band and Fermi level, in the process
of depletion the layer will not partially depleted to maintain
a definite depleted–undepleted interface. Therefore, the
apparent profile is less related to the physical peakN(d)
position of carrier concentration.

Considering Fig. 5, it is also found that the tails on the
right-hand side of each profile are almost the same. ThisN(d)
means that the curvatures of the calculated C–V curves are
similar after the -layer has been depleted no matter what thed

doping concentration is. This explanation will indicate that,
after the -doped layer has been almost depleted, the move-d

ments of the effective depletion depth down into the substrate
are the same and will not be affected by the depleted layers.
This explanation is consistent with the physical meanings.
The same tailing of indicates that the -layers areN(d) d

depleted at the same position. It is the same in the case of the
-doped InGaAs well as shown in Fig. 6. Investigation of thed

tailing of a real device in Fig. 5 may indicate that the real
doping profile is a kind of broadening into the substrate. This
finding may be attributed to the thermal diffusion of the
impurities during the long period of deposition. Inconclusion,
the charge profiles of the -doped structures derived by thed

C–V characteristics cannot reflect the real charge distribution
but rather the degree of confinement of carriers.
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The accuracy of the fitted doses can be further confirmed
by comparing the results of Hall measurements. As seen in
Table 1, the fitted doses are higher than the resulted Hall
measurement data. However, these data show the same trend.
The lower concentrations obtained by Hall measurementscan
be attributed to the depletion by Fermi level pinning at the
GaAs surface. It is believed that the extracted dose concen-
trations are very accurate.

5. Conclusion

In this paper, a one-dimensional simulation tool was devel-
oped to study general properties of semiconductors, espe-
cially those structures with quantum wells. The C–V
characteristics of several -doped samples were investigated.d

Very close results can be simulated with accurate impurity
concentrations. While the impurity dose is as high as
3=1013 cmy2, it is found that the actual doping density will
be reduced. The effective density depends on the intended
doping concentration and materials. In our study, heterojunc-
tions can be used to improve the confinement of carri-
ers.AcknowledgementsThe authors wish to thank the
National Science Council of the Republic of China for finan-
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