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AN ERROR-CORRECTING STREAM CIPHER DESIGN WITH

STATE-HOPPING ARCHITECTURE

Chih-Hsu Yen and Bing-Fei Wu*

ABSTRACT

A new architecture of stream cipher based on state-hopping shift registers and a
pseudorandom vector generator (PRVG) is introduced.  The proposed stream cipher
merges secrecy coding and channel coding into one processing step.  It could be ei-
ther a pure cryptosystem or a secrecy-channel coding by demand.  Considered as cryp-
tography, the PRVG generates pseudo random vectors which are treated as keystreams
setting up the encryption scheme.  This is different from the general concept in stream
ciphers, state-hopping shift registers do not generate a pseudo random sequence but
act as substitutions on plaintexts.  Viewed as channel coding, the state-hopping shift
registers play as the ones in convolution code and the PRVG generates a sequence of
pseudorandom vector to determine the Trellis diagram.  If the system acts as a pure
cryptosystem, the decoding scheme is exactly the inverse of the encryption scheme.
When the error-correcting ability is chosen, a modified sequential decoding is pro-
posed.
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I. INTRODUCTION

The great pace of internet, wireless services and
multimedia services have led to an increasing demand
for efficient, secure, and reliable digital data-trans-
mission systems.  In the general case of a transmit-
ter, the data path follows the order: compression,
encryption, and error control coding.  For achieving
efficient implementation and fast coding, hybrid sys-
tems which merge heterogeneous systems, e.g.,
source-channel coding, sourcesecrecy coding, or se-
crecy-channel coding, have been developed.

For source-secrecy coding, the partial encryption
scheme is proposed by Cheng and Li (2000) to de-
crease processing time.  There are several studies on
sourcechannel coding (SCC) (Bystrom and Modestino,
2000; Ho and Kahn, 1996; Modestino et al., 1981)
which provide each priority class of information with
a distinct data-resilience level, then processing time

is lowered by coding significant data only.  A tech-
nique for secure and reliable transmission of infor-
mation was introduced by Denis and Kinsner (1999).
It required two distinct coding systems to realize re-
silience and security.

McEliece (1978) presented a public-key
cryptosystem based on t-error correcting Goppa code.
The main idea is to add a random error vector with
Hamming distance t′<t to the encoded message be-
fore transmission.  (Rao and Nam, 1987; Rao and
Nam, 1989) proposed a similar approach, a private-
key cryptosystem based on algebraic code.  These two
schemes execute secrecy coding and channel coding
in one step.  There are two definitions of secrecy-
channel coding defined by Hwang and Rao (1990),
the Joint Encryption and Error Correction (JEEC)
scheme and the Secret Error-Correcting Code
(SECC) scheme.  However, the SECC scheme is at-
tacked by Zeng et al. (2001) with a known-plaintext
attack.

A new secrecy-channel coding is presented in
this paper.  The proposed stream cipher can be either
a pure cryptosystem or secrecy-channel coding by de-
mand.  The design of the encryption scheme is based
on the shift registers and the PRVG.  In general, the
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contents of the registers and system parameters are
initialized by a private key.  Then, it becomes possi-
ble to encrypt the same plaintext into different
ciphertexts by distinct private keys.  There are vari-
ous well-known attacks.  The linear feedback shift
registers (LFSRs), based on stream ciphers, are sus-
ceptible to various versions of the correlation attack
(Meier and Staffebach, 1989; Siegenthaler, 1985;
Zhang, 2000).  When the pure cryptosystem is cho-
sen, our decryption scheme is just the inverse of the
encryption scheme.  In secrecy-channel coding, the
encryption scheme is a maximum likelihood decod-
ing.  Additionally, a new architecture, the shift regis-
ter with state hopping, named state-hopping shift reg-
ister (SHSR), is proposed here as secure core.

Section II defines the representation of the
stream cipher and the symbols used throughout this
manuscript, and the invertibility of the proposed sys-
tem is also explained.  The significant functions of
our proposed scheme are separately described in Sec-
tion III.  Encryption schemes with and without the
error correction ability, named inverse SHSR (iSHSR)
and state-hopping sequential algorithm (SHS), are
shown in Section IV.  The simulation and discussion
of our approach are presented in Section V.  The con-
clusions are given in Section VI.

II. PRELIMINARY

Definition 1: A stream cipher is a tuple (P, C, K, L,
F, E, D), where the following conditions are satisfied
(Stinson, 1995): P is a finite set of possible plaintexts.
C is a finite set of possible ciphertexts.  K, the
keyspace, is a finite set of possible keys. L is a finite
set called the keystream alphabet. F=(f1, f2, ...) is the
keystream generator.  For i>1, fi: K×Pi–1→L.  For each
z∈ L, there is an encryption rule Ez∈ E and a corre-
sponding decryption rule Dz∈ D.  Ez : P→C and Dz :
C→P are functions such that Dz(Ez(x))=x for every
plaintext x∈ P.

Define ZZ l
m × n as a set of m×n matrixes whose

entry belongs to the set {0, 1, 2, ..., l–1}. Our stream
cipher (P, C, K, L, F, E, D) is proposed, where
P=ZZ 2

N p × 1, C=ZZ 2
NC × 1, K=ZZ 2

1 × Nk , L=ZZ M
N × 1, F is a

PRVG by using the matrix method (Niederreiter,
1992), E is an Np-SHSR, and D is an Np-iSHSR or an
SHS algorithm.

The description of the notations is shown be-
low.  Np and Nc are the bit length of plaintext Pi∈ P
and of ciphertext Ci∈ C, respectively.  The length of
the private key k∈ K  is Nk bits.  M is the modulus
used by PRVG and N is the dimension of PRVG.
When the error correction ability is chosen for reli-
able transmission, Nc is greater than Np, because of
the redundancy caused by the channel encoder; oth-
erwise, Nc equals Np.  Instead of 7-tuple presentation

of the system in Def. 1, the proposed stream cipher
will be represented in a simple form, a 4-tuple (Nc,
Np, m, M) throughout the whole manuscript, where m
is the number of registers in one SHSR.

The block diagram of the encryption scheme is
shown in Fig. 1.  The system has three major parts,
Key Expansion (KE), N-dimensional PRVG, and Np

SHSRs.  The KE enlarges the private keyspace, KE :
K→K , where K =ZZ 2

1 × Nk e, to get the expansion key
ke∈ K of bit length Nke

 required for initializing the sys-
tem.  In Fig. 1, exclusive-or pairs {Xp, Xc}, initial
conditions of PRVG, and initial states of Np SHSRs
are initialized by k∈ K , a key expanded from k by
KE.  The PRVG determines the random permutation
(RP) by giving R1,i and R2,i, exclusive-or pairs {X1,i,
X2,i}, and transition of of state diagram of SHSRs by
giving Vi and posi.  The SHSRs take as a bit-substitu-
tion function Se,i.  For each zi∈ L, there is a corre-
sponding Ezi

∈ E, consisting of Xp,i, Xc,i and Se,i, such
that Ezi

: P→C.
The decryption scheme is simply obtained by

reversing the procedure of the encryption scheme and
substituting Sd,i into Se,i.

1. The Invertibility (without Error Correction)

Given the ith plaintext Pi∈ P, according to Fig.
1, the encryption Ez and decryption Dz are the fol-
lowing:

Ez: P→C, Ci=Ezi
(Pi)

=Se,i(Pi⊕ Xp,i)⊕ Xc,i (1)

Dz: C→P, Pi=Dzi
(Ci)

=Sd,i(Ci⊕ Xc,i)⊕ Xp,i (2)

At the ith time, PRVG generates one subkey zi and
Xp,i; Xc,i∈ ZZ 2

N p × 1 are calculated from zi.  Both Se,i and
Sd,i are functions of posi, Vi, and the past data.  As-
suming Pi∈ ZZ 2

N p × 1, the system is invertible if

k

U0

Xc

Vi

Ci

posi

X2,iX1,i

Xc,i

R2,i
R1,i

Xp,i

Xp

P1

RP2RP1

K
E PRVG

Initial conditions

Np SHSRs (Se,i)

Initial
conditions

Fig. 1  Block diagram of the encryption scheme
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Sd,i(Se,i(Pi))=Pi=[pi,0  pi,1  ...  pi, Np–1]T (3)

Because an SHSR of degree m is a linear com-
bination of m memories in shift registers whose con-
tent is assignable, for Np independent SHSRs, Sd,i will
equal Se,i when three arguments are correctly provided
to Sd,i and Se,i.  Thus we can use Si to represent Se,i

and Sd,i.  In an Np-SHSR, the Si should be treated as
Np subsystems, [si,0  si,1 ...  si, Np–1

], and each si,n:
ZZ 2

1 × 1→ZZ 2
1 × 1.  Given pi,n∈ ZZ 2

1 × 1, si,n acts as fol-
lows:

ci,n=si,n(pi)=(An⊗ Bi,n)⊕ pi,n (4)

An=[an,1  an,2  ...  an,m]

Bi,n=[bn,1  bn,2  ...  bn,m]T

where An∈ ZZ 2
1 × m is the coefficient vector of func-

tion of Bi,n∈ ZZ 2
1 × N , contents in SHSR at the ith time.

And pn(x)=1+an,1x+an,2x2+...+an,mxm is the polynomial
representation of the nth SHSR.  An is constant for a
given system, and Bi,n is modified by randomly chang-
ing two entries at most for each pi,n.  Consider a sub-
system si,n in (3), at the ith time, then

si,n(si,n(pi,n))=si,n((An⊗ Bi,n)⊕ pi,n)

=(An⊗ Bi,n)⊕ ((An⊗ Bi,n)⊕ pi,n)

=pi,n (5)

Substituting (5) into (3), it yields Si(Pi)=
[si,0(pi,0)  si,1(pi,1)  ...  si,Np

(pi, Np–1
)].  According to (5),

Si(Si(Pi))=Pi, the cryptosystem is invertible, i.e.,
P=Dk(Ek(P)).

2. The Invertibility (with Error Correction)

In the case with error correction, the encryption
scheme is similar to (1) except for the relationship of
Np and Nc.  Given a system (Np, Nc, m, M), the
encryption is Ez: P→C, and the substitution function
of Np-SHSR is Se,i: ZZ 2

N p × 1→ZZ 2
Nc × 1.  Given the ith

plaintext Pi∈ P, Pi is encrypted as Ci=Ezi
(Pi)=Se,i(Pi⊕

Xp,i)⊕ Xc,i, and each matrix An in Se,i is

An =

a0, 1 a0, 2 a0, m

arn, 1 arn, 2 arn, m

,

where 1
rn

 is the coding rate of each SHSR, and

1
rn

Σ
n = 0

N p – 1

=Nc.  Then each si,n in Se,i is a mapping from

ZZ 2
1 × 1 to ZZ 2

rn × 1.  The decryption scheme is just an
Maximum Likelihood Decoder (MLD).

III. DESCRIPTIONS OF MAIN FUNCTIONS

Each block in Fig. 1 is addressed in this sec-
tion.  The processing flow of this scheme can be di-
vided into two parts: key processing and data process-
ing. In the key processing part, only the KE function
is involved.  In data processing, PRVG generates the
pseudorandom vectors or keystream based on the initial
conditions given by ke, and SHSRs substitute plaintexts.

1. Pseudorandom Vector Generator

The task in PRVG is to produce a sequence of
independent and identically distributed random vec-
tors.  In our approach, the matrix method (Niederreiter,
1992) is adopted to produce pseudorandom vectors.
One important duty in PRVG is to vary the state tran-
sition of SHSRs that will make it hard for intruders
to attack the system by predicting the state trajectory.

PRVG in our proposed system is depicted in the
following.

Xn+1=(G . Xn+Uj) mod M, (6)

where G∈ ZZ 2
N × N , X∈ ZZ M

N × 1,

U∈ ZZ M
N × 1, and M is a prime

This system may have the maximum period M N–1 for
some G and M (Stinson, 1995).  In order to get a
longer period than M N–1, a simple method is to add a
control term which starts off once the period of the
system (6) is detected.  Because (6) has the maxi-
mum period with some G and M, each vector
Xn∈ ZZ M

N × 1 is a periodic point.  The dynamics of the
system (6) can be changed by altering the control term
Uj=[u0,j, u1,j, u2,j, u3,j]

T, where j indexes how many
times the period occurs.

Because the PRVG sequence generated by (6)
is a uniform distribution vector and has the maximum
length NM–1, each Xn∈ ZZ M

N × 1 is periodic.  Herewith
the period can be checked by discovering the repeti-
tion of X0.  When the period is detected, the control
term Uj=[u0,j u1,j u2,j u3,j]

T (U0 is given by ke) is com-
puted below:

U j + 1 =
2 0 0 0
0 4 0 0
0 0 2 0
0 0 0 4

⊗ MU j (7)

where ⊗ M is modulo-M multiplication.  A period-
check mechanism can dramatically increase the pe-
riod. Since the modulus M is prime, the set {ui,0, ui,1,
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..., ui,M–1} is a multiplicative group.  With altering
the control term in (6), the period will grow into (NM–
1)2.  The functions controlled by PRVG are itemized
as follows: (1) State transition or substitution func-
tions (Se,i and Sd,i).  (2) Random permutations (R1,i

and R2,i).  (3) Exclusive-or pair {Xp, Xc}.

2. Expansion Function

The expansion function is used to yield not only
ke but also R1,i∈ Z2

N p × 1 and R2,i∈ Z2
Nc × 1

.  If the bit
length of PRVG’s output is less than NRP bits required
to set the permutation, then R1,i and R2,i are created
through expansion function with pseudorandom vec-
tors as inputs.

Assume the input of bit length li and output of
bit length lo.  The expansion function can be imple-
mented by the following steps.
Step 1: Segment the input into ν=

li
8  blocks of which

block size is 8 bits.  If li is not an 8-multiple
number, then 0s are attached to the LSB of
the input.

Step 2: The ν blocks, ΛΛ={λ0, λ1, ..., λν–1}, can be at most
grouped into 8 subsets ΛΛn={λµ|µ≡n mod 8},
where n is an element of the set {0, 1, ...,  7}.

Step 3: Other ν  blocks, {λ 0, λ 1, ..., λ ν–1}, can be
obtained by circularly left shifting by n of
each entry in set ΛΛn.

Step 4: Extend 8ν bits obtained in Step 3 to lo bits by
appending 0s as the LSB of the new block set
ΛΛ .

Step 5: Set TEMP=ΛΛ .  The output is obtained as be-
low:

for µ=1 : (l0–8ν)
ΛΛ =ΛΛ <<µ

; circular left shift of ΛΛ  by ν.
TEMP = TEMP⊕ ΛΛ

end
output =TEMP

If li and lo are smaller than 8, then the block size
can be reduced as 4 bits.  The illustrative representa-
tion of this algorithm is shown in Fig. 2.

Key expansion (KE) in Fig. 1 expands the origi-
nal key to meet the requirement of the initialization
process.  Assume that the key length of k and ke are
Nk and Nke

, respectively, and Nk+Np+Nc=Nke
.  KE is

an expansion function with li=Nk, lo=Nke
, and the pri-

vate key k as input.

3. Random Permutation

The permutation maps the input x=[x0  x1  ...

xn–1] into the output y=[y0  y1  ...  yn–1], and the map-
ping is determined by the R1,i and R2,i of bit length

NRP.  For a permutation box which is obtained by
given  log2n  bits as position indexes, each input bit
possibly appears on each output bit.  Assume νl is the
decimal presentation of the lth index, then the output
yl is yl=xν l

 mod n.  Hence, for an n-bit random permu-
tation function, the total bits to define the mapping
are n log2n .

NRP required by R1,i and R2,i is calculated by

NRP=NP .  log2NP +Nc .  log2Nc (8)

Because NRP bits needed by RP are probably larger
than the bits that PRVG can provide, the expansion
function with output bits of PRVG as input and lo=NRP

in the previous subsection can solve this problem.

4. State-Hopping Shift Register

These shift registers are used as substitution
functions.  All shift registers are formed by distinct
primitive polynomials over GF(2) with degree m.
There is a new concept introduced into the shift-reg-
ister structure.  In Fig. 3, the state is changed by not
only shifting the content in registers but also the value
of Vi.  Besides the plaintext Pi=[pi,0, pi,1, ..., pi, Np–1

],
Vi=[vi,0, vi,1, ..., vi, Np–1

] and posi∈ ZZ m
1 × 1 are the inputs

of SHSRs, where pi,n, vi,n∈ ZZ 2
1 × 1.

Given the nth SHSR with the primitive polyno-
mial p(x)=1+a1x+...+am–1xm–1+xm, then the output can
be obtained by (5).  The content of the SHSR, [bn,1

bn,2  ...  bn,m], is changed by pi,n and vi,n sequentially.
After b1,n=pi,n, the value vi,n is assigned to SHSR by
the rule bposi

=vi,n.  It can be adumbrated that the tran-
sition of state diagram is determined by Vi and posi

obtained from PRVG.

IV. THE DECRYPTION SCHEME

The structure of the decryption scheme is

Fig. 2  The illustrative representation of Expansion Algorithm
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C. H. Yen and B. F. Wu: An Error-Correcting Stream Cipher Design with State-Hopping Architecture 13

similar to the encryption scheme in Fig. 1, except for
the design of the SHSRs block.  This block can be
designed with or without channel coding.  Without
error correction ability, i.e. Np=Nc, the decoder is
similar to the encoder.

When the channel coding is enabled, i.e., Np<Nc,
the decoding algorithm of convolution code must be
supposed to adapt.  The Viterbi algorithm and sequen-
tial decoding (Lin, 1983) are two frequently used tech-
niques.  Due to the intrinsic characteristic of SHSRs,
the Viterbi algorithm is hard to modify for decoding.
But the sequential algorithm is suitable for SHSR-
based stream ciphers.  Because the sequential algo-
rithm decoding is based on the code tree, there will
be no problems in decoding by sequential algorithm.
An SHSR is a nonlinear error coding, hence there
must be a corresponding decoder for each SHSR.

Sequential Decoding with State Hopping

There are several algorithms of sequential de-
coding, e.g., stack algorithm, Fano algorithm, gener-
alized stack algorithm, and multiple stack algorithm
(Lin, 1983).  For simplicity, the stack algorithm (Lin,
1983) is adopted.
Step 1: Load the stack with the origin node in the tree,

whose metric is taken to be zero.
Step 2: Compute the metric of the successors of the

top path in the stack.
Step 3: Delete the top path from the stack.
Step 4: Insert the new paths in the stack, and rear-

range the stack in the order of decreasing met-
ric values.

Step 5: If the top path in the stack ends at a terminal
node in the tree, stop.  Otherwise , return to
Step 2.

A revised state algorithm is proposed here.  At
Step 2, the two metrics are computed by adding the
previous metric stored in the stack and the current
metric obtained by comparing the outputs of shift reg-
isters and received signals.  In general, the outputs of
shift registers are dependent on the current state, but
not for the proposed system.  In convolution code,
there is only one state diagram, i.e., the state is
changed only by the inputs of the shift registers.  So
the state can be obtained from the decoding path in
the stack when computing the metric in Step 2.

One bit of information is still lacking in the SHS
algorithm.  Besides the inputs of SHSRs, the deter-
mination of the next state must have knowledge about
the two values, posi and Vi in Fig. 1.  Hence the his-
tory of posi and Vi have to be recorded.

V. SIMULATION

The experimental results of a (4,8,8,977) sys-
tem are illustrated in this section.  Following the de-
sign described earlier, we can obtain that the private
key length Nk is 96 bits, the expanded key length Nke

is 108 bits, the dimension N of PRVG is 4, and NRP is
7×2+7×3=35.  The polynomial matrixes of SHSRs are
selected as A0={0x1CF, 0x1F5}, A1={0x18D, 0x14D},
A2={0x12D, 0x1C3}, and A3={0x1E7, 0x11D}.  Be-
cause of Np=4 and Nc=8 in the system, the secrecychannel
coding scheme is selected.  Each subsystem se,i is an
error control code with coding rate 1/2.  Note that the
code rate is not obtained directly from the division
N p

Nc
.

Security Analysis

The secrecy-channel coding has an inborn

Fig. 3  The shift register with arbitrary bit assignment
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advantage in security.  The error correction is impos-
sible for lack of knowledge about the private key,
hence the channel noise will create a more secure
channel than the one provided by general systems
which do secrecy coding and channel coding in two
steps.  Noises are removable for a cryptanalyst in a
conventional system, since the scheme of the chan-
nel decoder is known. Certainly, the security of the
secrecy-channel system can not rely on the channel
noise.

In Table 1, the probabilities of 0 and 1 are ad-
dressed for the four cases.  The input in test 1 is a
zero vector with length 105 bits, and is a 105-bit vec-
tor of 1 in test 2.  There are 103 patterns in test 3,
each pattern is a 103-bit vector with Hamming dis-
tance 1.  In test 4, the 103 zero bits are encrypted in
96 distinct keys {k0, k1, ..., k95}, the Hamming
distance between k0 and kj is 1, where 1≤j≤95.

According to the numerical data shown in Ta-
ble 1, the probability approximates 0.5 for each case.
For security or for randomness, this is a good phe-
nomenon. It is not helpful for error control coding,
since the error control ability is determined by the
shortest Hamming weight of the designed code.  Ta-
ble 1 also shows that no matter what the distance is
calculated 0 or 1, the Hamming distance is not long
enough for constituting a good code for error-control
coding.

We also use NIST’s statistical test suite (Rukhin
et al., 2000) to verify the randomness of our system.
We generate 40 sequences of 105 bits and run the 11
tests, frequency test, block-frequency test, cumula-
tive sums test, runs test, long-run test, rank test, dis-
crete fourier transform test, non-overlapping template
matching test, serial test, Lempel-Ziv test, and linear
complexity test.  The results are shown in Table 2.
The table has 3 columns: column 1 is the name of
test, column 2 is the P-value that arises via the appli-
cation of chi-square test, column 3 is the ratio of se-
quences that passed the test.  In Table 3 rows 1-11
are the distributions of P-values of the given 40 se-
quences, where C1 to C10 separately correspond to
10 equal bins obtained by dividing a unit interval.
Each row in Table 2 and 3 is a single test.  The test
program transformed each result into an identical in-
dex named P-value.  High P-value means that the

sequence provides high randomness. In general, if the
P-value is greater than 0.01, we can conclude that the
sequence is random.  As Table 2 shows, our system
has high P-values, above 0.5 in most tests, and high a
passing ratio.  From the testing results, we assert the
randomness of our system.

Performance of Error Correction Ability

Figure 4 is the error probability of this code over
an AWGN channel.  The system parameters are
the same in both cases, the only difference is the
changeability of the 1st register in SHSRs.  From the
simulation result, it’s obvious that, under the chan-
nel-coding sense, the coding performance in case 1,
in which the 1st register is unchangeable, is better
than the one in case 2, in which the 1st register is
changeable.  Comparing pure channel coding, our
system has normal performance at low SNR, but lower
performance at high SNR.  This is caused by the
noise-like state transition of SHSRs.

Table 2 The experimental results of our system
obtained by NIST’s statistical test suite

Statistical Test P-Value Ratio

  1. Frequency 0.834308 0.9750
  2. Block-Frequency 0.834308 1.0000
  3. Cusum 0.350485 0.9750
  4. Runs 0.739918 1.0000
  5. Long-Run 0.637119 1.0000
  6. Rank 0.437274 1.0000
  7. FFT 0.484646 1.0000
  8. Aperiodic 0.999438 1.0000
  9. Serial 0.834308 0.9750
10. Lempel-Ziv 0.242986 0.9750
11. L. Complexity 0.834308 1.0000

Table 3 The experimental results of our system
obtained by NIST’s statistical test suite

Test C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

Test 1 6 3 5 3 4 2 5 2 6 4
Test 2 4 4 6 4 3 4 5 3 1 5
Test 3 5 6 7 2 5 1 5 5 1 3
Test 4 2 6 5 4 3 4 4 2 3 7
Test 5 3 2 3 5 2 6 2 6 6 5
Test 6 2 5 5 8 6 3 4 2 3 2
Test 7 1 1 4 5 3 4 4 5 6 7
Test 8 5 4 4 5 3 4 4 3 4 4
Test 9 6 3 5 3 4 2 5 2 6 4
Test 10 9 3 4 4 1 3 3 2 5 6
Test 11 3 3 3 3 5 7 2 5 5 4

Table 1 Probability distribution in 4 tests with
zero-input, one-input, different keys and
different data

Outcome Test 1 Test 2 Test 3 Test 4

0 0.49362 0.50325 0.49363  0.50054
1 0.50638 0.49676 0.50637 0.49946
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VI. CONCLUSIONS

The SECC and JEEC schemes presented by Rao
et al. are block coding systems, but our proposed
scheme, a new secrecy-channel scheme, is a stream
coding system.  Our architecture can be either a pure
cryptosystem or a secrecy-channel coding system.
The combination of secrecy-channel coding reduces
the computation time and enjoys an extra benefit that
the channel error will make it hard for intruders to
attack.  The proposed scheme is also flexible for de-
sign.  Given a 4-tuple (Np, Nc, m, M) for an applica-
tion, following the design flow will get an appropri-
ate system.  The plaintexts/ciphertexts can be fast
encrypted/decrypted by a pure cryptosystem and our
system has strong statistical security.  The error con-
trol ability depends on the polynomial of SHSRs, the
output of PRVG and the decoding scheme.  Compar-
ing pure channel coding, our system has normal

performance at low SNR, but lower performance at
high SNR.
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