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Heuristic dispatching rule to maximize TDD and IDD performance

T. F. HOy and R. K. LIy*

Although mean flow time and tardiness have been used for a long time as indi-
cators in both manufacturing plants and academic research on dispatching rules,
according to Theory of Constraints (TOC), neither indicator properly measures
deviation from production plans. TOC claims that using throughput dollar-day
(TDD) and inventory dollar-day (IDD) can induce the factory to take appropri-
ate actions for the organization as a whole, and that these can be applied to
replace various key performance indices used by most factories. However, no
one has studied dispatching rules based on TDD and IDD performance indica-
tors. The study addresses two interesting issues. (1) If TDD and IDD are used as
performance indicators, do those dispatching rules that yield a better performance
in tardiness and mean flow time still yield satisfactory results in terms of TDD
and IDD performance? (2) Does a dispatching rule exist to outperform the
current dispatching rules in terms of TDD and IDD performance? First,
a TDD/IDD-based heuristic dispatching rule is developed to answer these
questions. Second, a computational experiment is performed, involving six simu-
lation examples, to compare the proposed TDD/IDD-based heuristic-dispatching
rule with the currently used dispatching rules. Five dispatching rules, shortest
processing time, earliest due date, total profit, minimum slack and apparent
tardiness cost, are adopted herein. The results demonstrate that the developed
TDD/IDD-based heuristic dispatching rule is feasible and outperforms the
selected dispatching rules in terms of TDD and IDD.

1. Introduction

Due date and cycle time (or work-in-progress (WIP), because cycle time and WIP
are positively correlated) are two crucial elements in production schedule planning
and control (Tsai et al. 1997, Tseng et al. 1999, Philipoom 2000). Dispatching rules
such as shortest processing time (SPT) and earliest due date (EDD) seek to minimize
mean flow time and tardiness. Although mean flow time and tardiness have been
adopted as indicators for a long time in both manufacturing plants and academic
research on dispatching rules, according to Theory of Constraints (TOC), neither
indicator can properly measure deviation from production plans (Goldratt 2000).

TOC claims that missing an order for which a customer is willing to pay
US$10 000 does not have the same effect as missing an order for which a customer
is willing to pay $100, and that missing by one day is not equivalent to missing by
one month. Therefore, using the tardiness performance index neglects the value of
the missing order and the number of days by which the order is missed. TOC implies
that both the dollar value and the number of days by which the order is missed
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should be considered. Based on this concept, TOC proposes a new due date perfor-
mance indicator, throughput dollar-day (TDD).

Using the TDD, a unit such as a plant can measure its performance with respect
to meeting due dates of orders by assigning to every missed order a value equal to its
selling price multiplied by the number of days by which the shipment is already late.
A summation over all the missed orders gives the plant an objective measure of
its performance, at any time. This measure forces a plant to concentrate on the
extremely high TDD orders. A high TDD order implies either the ordinary price
orders are extremely tardy or the high price orders are only slightly tardy. The higher
is the TDD summation, the worse is the performance in factory. The target TDD
is zero.

TOC also claims that when the mean flow time or days of WIP are used to
measure the cycle time or the WIP, either the average cycle time or the average
WIP only are considered, and the value of the WIP is missed. TOC suggests that
the value of the WIP and the time since the order entered the plant should be
considered. TOC proposes a new WIP or cycle time performance indicator, inven-
tory dollar-day (IDD). IDD is the summation of the dollar value of the WIP multi-
plied by the time since the WIP entered the plant. The target here is not zero, but
a lower value is preferred.

In fact, TDD and IDD have been extensively used in TOC application environ-
ments and both have been proven to have advantages over tardiness and mean flow
time indicators (Goldratt 2000). TDD and IDD can be adopted to replace various
key performance indices used by most factories. However, as far as we know, no one
has yet studied dispatching rules in terms of TDD and IDD performance indicators.
Two interesting issues remain to be addressed. (1) Are dispatching rules that claim
better performance in terms of tardiness and mean flow time still better in terms of
TDD and IDD performance? (2) Does a dispatching rule exist to outperform current
dispatching rules in terms of TDD and IDD performance?

First, a TDD/IDD-based heuristic dispatching rule is developed to answer both
questions. Second, a computational experiment with six simulation examples is
developed to compare the present TDD/IDD-based heuristic dispatching rule with
selected current dispatching rules. Five dispatching rules — SPT, EDD, total profit,
minimum slack and apparent tardiness cost (ATC) — are considered.

2. TDD/IDD-based dispatching rule

Let:

TDDi index represents throughput dollar-day of order i,
IDDi index represents inventory dollar-day of order i,
WiTi index represents the weighted tardiness of order i,
WiFi index represents the weighted flow time of order i,
Pij Process time of order i on machine j,

IDij idle time of order i on machine j,
Ti tardiness of order i,
Ci complete time of order i,
Fi flow time of order i,
Di due date of order i,
Ai start time of order i,
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SLi slack time of order i,
Si sale value of the order i,
Mi material cost of order i,

CCR capacity constraint resource or bottleneck of system,
TH(i) throughput(i), contribution margin order i, it is equal to Si�Mi

As defined above, the TDD is the summation of the value of the orders multiplied
by the number of days by which their delivery is late, and IDD is the summation
of the dollar value of the WIP multiplied by the time since the WIP entered the plant.
A review of the literature revealed that the concepts of �TDDi and �IDDi are
similar to those of �WiTi (total weighted tardiness) and �WiFi (total weighted
flow time) (Rajendran and Ziegler 1997a, b, 1999, Holsenback et al. 1999,
Volgenant and Teerhuis 1999). Among those dispatching rules, weighted shortest
processing time (WSPT) (Bedworth and Bailey 1987) and ATC (Pinedo 2002)
perform well in achieving the minimum �WiFi and �WiTi, respectively, in a single
machine.

Since the dollar amounts in TDD and IDD represent the sale price of orders ‘Si’
and the value of material ‘Mi’ respectively. Further decomposition (Liaw 1999)
reveals that TDD and IDD can be expressed by the following equations (it is
assumed that k different orders are processed by n machines):

minZ1 ¼
Xk
i¼1

TDDi ¼
Xk
i¼1

SiTi ¼
Xk
i¼1

Si �max ½0,Ci �Di�

¼
Xk
i¼1

max 0,Si

Xn
j¼1

ðPij þ IDijÞ �Di

" #( )

¼
Xk
i¼1

max 0,Si

Xn
j¼1

IDij � Di �
Xn
j¼1

Pij

 !" #( )
ð1Þ

minZ2 ¼
Xk
i¼1

IDDi ¼
Xk
i¼1

MiFi ¼
Xk
i¼1

½Mi � ðCi � AiÞ�

¼
Xk
i¼1

Mi �
Xn
j¼1

Pij þ
Xn
j¼1

IDij � Ai

 !" #

¼
Xk
i¼1

Mi �
Xn
j¼1

ðPij þ IDijÞ � Ai

" #( )
ð2Þ

If Si and Mi of equations (1) and (2) are treated as being equal to the Wi in �WiTi

and �WiFi respectively, then the concept of minimization of �WiTi and �WiFi can
be applied to minimize �TDDi and �IDDi. In this study, for simplicity, TDD is
assumed to be as important as IDD. All orders are available when the scheduling
begins, i.e. Ai¼ 0 for all i. Therefore, the flow time of each order equals its comple-
tion time and equations (1) and (2) can then be combined as follows:

minZ ¼ Z1 þ Z2 ¼
Xk
i¼1

max 0,Si

Xn
j¼1

IDij � SLi

 !" #
þ
Xk
i¼1

Mi

Xn
j¼1

ðPij þ IDijÞ

" #

ð3Þ
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where SLi¼Di �
Pn

j¼1 Pij .
The parameters Si, Mi, Pij and Di in equation (3) are as given; therefore, the only

way to minimize Z is to control the variable IDij. However, according to TOC, in
the job shop environment, the bottleneck machine determines the throughput of the
plant. Scheduling the orders of the bottleneck machine can yield the best perfor-
mance to meet due dates. It becomes a single machine-scheduling problem. The
variable IDij depends on the dispatching rule used, so only reducing the idle time
of resources and orders in the bottleneck can minimize Z. How can this conclusion
be confirmed to be correct? The adjacent pair-wise interchange method (figure 1) can
be used to prove that reducing the idle time of resources and orders in the bottleneck
will minimize Z1 and Z2 in a single-machine environment.

2.1. Minimization of STDDi

Minimizing �TDDi for a single machine is actually an NP-hard problem.
Although no efficient algorithm is available for minimizing �WiTi with arbitrary
weight, such an algorithm does exist when Rule 1 applies (Pinedo 2002).

Rule 1: If two orders J and K satisfy Dj�Dk, Pj�Pk,Sj�Sk, an optimal sequence
exists in which order J precedes order K. (Assume both are tardy and that neither
can be completed early, regardless of the order in which they are received.)

Proof: In figure 1, a so-called adjacent pair-wise interchange method is applied to
orders J and K. Under the original schedule L, order J begins to be processed at time
t, and is followed by order K, whereas under the new schedule L0, order K begins to
be processed at time t, and is followed by order J. All other orders in sets A and B
remain in their original sequence of processing. Sets A and B are constituted by a
series of orders. The orders in sets A and B are started and completed at the same
times in both sequences; hence, their �TDDi values are the same. The only difference
in the completion times in the two sequences concerns orders J and K; therefore, the
calculation of �TDDi is only considered for orders J and K.

Given: Pj�Pk, Sj�Sk)Sk�Pj�Sj�Pk

Schedule L0 (order K before order J):

�TDDði inL0Þ ¼ Sk �max½0, ðtþ PkÞ �Dk� þ Sj �max½0, ðtþ Pj þ PkÞ �Dj�

¼ max½0,Sk � ðtþ Pk �DkÞ� þmax½0,Sj � ðtþ Pj þ Pk �DjÞ�: ð4Þ

Schedule L

Schedule  L'

Orders in A set

t t+Pj t+Pj+Pk

t t+Pk t+Pj+Pk

1 J-1

J-1 K+1

K+1

1

Orders in B set

Order J Order K

Order K Order J

Figure 1. Adjacent pair interchanges method.
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Schedule L (order J before order K):

�TDDði inLÞ ¼ Sj �max½0, ðtþ PjÞ �Dj � þ Sk �max½0, ðtþ Pj þ PkÞ �Dk�

¼ max½0,Sj � ðtþ Pj �DjÞ� þmax½0,Sk � ðtþ Pj þ Pk �DkÞ�: ð5Þ

Equations (4) and (5) are transformed into equations (6) and (7), respectively,
because the two adjacent orders J and K are both tardy and cannot be completed
early.

Schedule L0 : �TDDði inL0Þ ¼ Sktþ SkPk þ Sjtþ SjPj þ SjPk � SkDk � SjDj ð6Þ

Schedule L: �TDDði inLÞ ¼ Sjtþ SjPj þ Sktþ SkPj þ SkPk � SjDj � SkDk ð7Þ

Let � ¼ �TDDði inL0Þ � TDDði inLÞ ¼ SjPk � SkPj :

If schedule L0 is optimum, then � must not exceed zero. Restated, �� 0. then:

� ¼ TDDði inL0Þ � TDDði inLÞ ¼ SjPk � SkPj � 0 ) SjPk � SkPj: ð8Þ

Function (8) is violated under the given SkPj�SjPk, and so the assumption that
schedule L0 is optimum is incorrect. The idle times of orders J and K in schedule L
and schedule L0 are compared. The former, t þ t þ Pj, does not exceed the latter,
t þ t þ Pk.

The ATC rule is better for solving most �WiTi problems in single machine. The
heuristic rule uses the ranking index below, in which � is a scaling parameter that
can be determined empirically and �PP is the average of the processing times of the
remaining jobs:

IiðtÞ ¼
Wi

Pi

exp �
maxðDi � Ai � Pi, 0Þ

� �PP

� �
: ð9Þ

In summary, in a single machine environment Wi, Pi and exp[�max(Di�Ai�Pi, 0)]
are three ample parameters that impact the scheduling of �WiTi .

2.2. Minimization of SIDDi

The problem of �WiFi gives rise to one of the better known rules in scheduling
theory — the WSPT rule. As the ‘Mi/Pi’ value of order I becomes greater, order I is
processed earlier. For �IDDi, the holding cost per unit processing time thus
increases, such that the WSPT rule prevents �IDDi from increasing on the single
machine as proven below.

Rule 2: The WSPT rule is optimal for �IDDi (1k�WiFi). When n orders are sched-
uled on a single machine, where each order I has a material cost of Mi, the sum of
inventory dollar-day is minimized by processing of the orders as follows:

M1

P1

�
M2

P2

� � � � �
Mn

Pn

: ð10Þ

Proof: Consider two arbitrary sequences, L and L0 (figure 1) of the same set of
orders. These sequences are identical except in the order of two consecutive orders
J and K, which are reversed in L0, and Mj/Pj�Mk/Pk. The orders before J and K
constitute set A and those after J and K constitute set B. The orders in sets A and B
start and are completed at the same times in both sequences; thus, their �IDDi
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are the same. The only difference between the flow times of the two sequences refers
to orders J and K. The �IDDi for each sequence is given by:

ScheduleL�IDDði inLÞ ¼�IDDsetAþðtþPjÞ�MjþðtþPjþPkÞ�Mkþ�IDDsetB

ScheduleL0�IDDði inL0Þ ¼ IDDsetAþðtþPkÞ�MkþðtþPkþPjÞ�MjþIDDsetB

Let�IDDði inLÞ��IDDði inL0Þ ¼ðtþPjÞMjþðtþPjþPkÞMk�ðtþPkÞMk

�ðtþPkþPjÞMj¼PjMk�PkMj: ð11Þ

Recall Mj/Pj�Mk/Pk; thus, PjMk�PkMj� 0 and �IDD(i inL)��IDD(i inL0).
Notably, �IDD(i inL) of schedule L was less than �IDD(i inL0) of schedule L

0 because
the Mj/Pj of order J is larger than the Mk/Pk of order K in schedule L. Restated,
the idle time multiplied by material cost in schedule L0 exceeds that in schedule L.

2.3. Establishing the heuristic dispatching PI index
That �TDDi and �IDDi can be separately minimized was proven above, but

how can they be minimized simultaneously? Equation (3) states that the simulta-
neous minimization of both �TDDi and �IDDi is affected by those given para-
meters Si, Mi, SLi, Di and Pij. What are their compositions about those
parameters to affect Z (¼�TDDi þ �IDDi) seriously? In WSPT and ATC rules,
Mi/�Pij and SLi more strongly impact Z by means of heuristic inference. Mi/�Pij

represents the cumulative cost per unit processing time and is directly proportional
to Z. Where SLi represents the tightness of the due date and is inversely proportional
to Z. The sequence of orders entering the bottleneck is initially followed by
equation (12):

MiPn
j¼1 Pij

 !,
exp max Di � Ai �

Xn
j¼1

Pij , 0

 !" #
: ð12Þ

Again, according to TOC, the profit velocity (rate of profit-making) is more impor-
tant than the unit profit. Profit velocity is defined as the order throughput (TH;
marginal contribution) divided by the capacity constrained resource (CCR) time
unit. That is TH/CCR. Here, the throughput profit of an order is defined as the
sale price minus material cost (Si�Mi). The higher is the TH/CCR, the higher will
be the priority. By incorporating the TH/CCR factor into equation (12), the PI index
of the heuristic dispatching rule is expressed in equation (13). The priority of an
order on the bottleneck machine depends on its PI index. Restated, a higher PI of an
order corresponds to its earlier processing on the bottleneck machine. This is called
the TDD/IDD dispatching rule.

PI ¼
THðiÞ

PiCCR

MiPn
j¼1 Pij

 !,
exp max Di � Ai �

Xn
j¼1

Pij , 0

 !" #

¼
ðSi �MiÞ

PiCCR

MiPn
j¼1 Pij

 !,
exp max Di � Ai �

Xn
j¼1

Pij, 0

 !" #
: ð13Þ
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2.4. Procedure for applying TDD/IDD-based dispatching rule
The algorithm that determines the priorities of orders is implemented as

follows.

Step 1. Identify the bottleneck, if no bottleneck exists (meaning that sufficient
capacity is available to process the orders), then go to Step 2; otherwise
go to Step 3.

Step 2. Set the �TDDi index to zero and compute the Mi/�Pij ratio. Rank the
orders according to the Mi/�Pij ratio: a larger Mi/�Pij ratio corresponds
to a higher priority. Compute �IDDi. The algorithm stops.

Step 3. Compute PI. Rank the orders according to the PI; a larger PI corresponds to
a higher priority. Create a scheduling Gantt chart and compute the �TDDi

and �IDDi. The algorithm stops.

3. Example

A job shop example is presented to demonstrate the feasibility of TDD/IDD
dispatching rule. The shop consists of six machines (G, P, Q, R, S, T) and processes
five different products (U, V, X, Y, Z). Table 1 summarizes order quantity, routing,
price, material cost, due date and other data.

Calculating the loading of each machine reveals that machine R is the bottleneck
(3015>2400min). Table 2 illustrates the computed results.

A bottleneck machine is present, so Step 3 is implemented and the PI for each
order is computed. Table 3 shows the computed PI, according to which the order
processing sequence is Y-Z-U-X-V.

Figures 2 and 3 present the throughput chain and the scheduling Gantt chart,
respectively. Table 4 summarizes the idle times of five orders in the job shop,
obtained by applying TDD/IDD dispatching rule; and table 5 shows the TDD
and IDD values.

The calculation was performed as follows.

Idle time: 22.09 þ 17.23 þ 11 þ 3.25 þ 0 þ 0¼ 53.57
Cycle time: when the start time are zero, the cycle time equal to last order V leave
the job shop. It is 77.27 h
Number of tardy 3 (orders U, X and V are tardy)
Mean FT (23.75 þ 6.27 þ 42.45 þ 64.6 þ 77.27)/5¼ 42.87
Maximum tardiness 12.27 (order V)

(1) (2) (3) (4) (5) (6) (7)

Order Routing
Order

quantity

Unit
price
($)

RM
cost
($)

Process time (min/unit)

G P Q R S T
Total
(min) Due day (h)

U G-P-R-S-T 70 70 35 1 5 15 5 2 28 35
V G-Q-R-S-T 125 30 10 2 6 8 5 1 22 65
X G-P-Q-R-S 165 50 15 2 2 4 5 6 19 55
Y G-P-Q-S-T 95 60 20 3 4 3 3 2 15 39
Z P-Q-R-T 20 100 35 6 5 7 1 19 10

Table 1. Five orders processed by six various machines in a job shop.

5139Heuristic dispatching rule to maximize TDD and IDD performance

D
ow

nl
oa

de
d 

by
 [

N
at

io
na

l C
hi

ao
 T

un
g 

U
ni

ve
rs

ity
 ]

 a
t 0

6:
24

 2
6 

A
pr

il 
20

14
 



Order
Order

quantity
Marginal

(throughput) Profit

Capacity required by each machine process order (min)

G P Q R** S T Total

U 70 70� 35¼ 35 70 * 35¼ 2450 70 * 1¼ 70
(1.17 h)

70 * 5¼ 350
(5.8 h)

70 * 15¼ 1050
(17.5 h)

70 * 5¼ 350
(5.8 h)

70 * 2¼ 140
(2.3 h)

32.67 h

V 125 30� 10¼ 20 125 * 20¼ 2500 125 * 2¼ 250
(4.17 h)

125 * 6¼ 750
(12.5 h)

125 * 8¼ 1000
(16.67 h)

125 * 5¼ 625
(10.4 h)

125 * 1¼ 125
(2.18 h)

45.83 h

X 165 50� 15¼ 35 165 * 35¼ 5775 165 * 2¼ 330
(5.5 h)

165 * 2¼ 330
(5.5 h)

165 * 4¼ 660
(11 h)

165 * 5¼ 825
(13.75 h)

165 * 6¼ 990
(16.5 h)

52.25 h

Y 95 60� 20¼ 40 95 * 40¼ 3800 95 * 3¼ 285
(4.75 h)

95 * 4¼ 380
(6.3 h)

95 * 3¼ 285
(4.75 h)

95 * 3¼ 285
(4.75 h)

95 * 2¼ 190
(3.2 h)

23.75 h

Z 20 100� 35¼ 65 20 * 65¼ 1300 20 * 6¼ 120
(2 h)

20 * 5¼ 100
(1.67 h)

20 * 7¼ 140
(2.3 h)

20 * 1¼ 20
(0.3 h)

6.33 h

Total capacity requirement 935
(15.6 h)

1180
(19.7 h)

1795
(29.9 h)

3015**
(50.3 h)

2250
(37.5 h)

475
(7.91 h)

**Bottleneck machine (normal capacity each week 5 day� 8 h� 60min¼ 2400min).

Table 2. Throughput and machine process time of each order.
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(1) (2) (3) (4)¼ (2)/(3) (5) Factor 1 (6) (7)

Order
Marginal

(Throughput)
CCR
time TH/CCR

exp[max(slacki, 0)]
¼ exp(Di��Pij)

Factor 2
Mi/�Pij

PI index
¼ (4)� (6)/(5)

U 70� 35¼ 35 15 2.33 exp 2.33¼ 10.28 75 17
V 30� 10¼ 20 8 2.5 exp 19.17*¼ 2� 108 27.27** 3� 10�7

X 50� 15¼ 35 5 7 exp 2.75¼ 15.6 19.15 8.6
Y 60� 20¼ 40 0 8 exp 15.25¼ 4.2� 106 35.35 1

Z 100� 35¼ 65 7 9.3 exp 3.7¼ 39.2 110.58 26.23

For order V, the slack time¼ (Di��Pij)¼ 65� 45.83¼ 19.17*.
For order V, the Mi/�Pij¼ (125� 10)/(45.83)¼ 27.27**.
Sequence of orders is ‘Y-Z-U-X-V’ according to the seventh column (PI index).

Table 3. Orders priorities according to the PI index.

Figure 2. Throughput chain.

Figure 3. Gantt chart by the TDD/IDD rule.
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�Tardiness (0 þ 0 þ 7.45 þ 9.6 þ 12.27)¼ 29.32
�TDD (0 þ 0 þ 36 505 þ 79 200 þ 46 013)¼ 161 718
�IDD (45 125 þ 4389 þ 104 002 þ 159 885 þ 96 587)¼ 409 988
Z¼ 161 718 þ 409 988¼ 571 706

Five dispatching rules — SPT, EDD, total profit, minimum slack and ATC (shifting
bottleneck heuristic shown in figure 4) — are compared with the TDD/IDD
dispatching rule shown in table 6. Appendix 1 presents the computed results
obtained by applying the selected dispatching rules. The following conclusions are
drawn. (1) The performance of the TDD/IDD heuristic rule in terms of TDD, IDD,
idle time and cycle time are best, as shown in italics in table 6. (2) From the per-
spective of traditional cost accounting, the orders are prioritized to maximize unit
profit, which equals sale price minus material cost. However, from a TOC perspec-
tive, the throughput per CCR-minute is the main factor considered in decision-
making: a larger value corresponds to earlier processing, as advocated by TOC.

4. Computational experiments

Although the foregoing example demonstrates that the TDD/IDD dispatching
rule outperforms the other considered dispatching rules, it is still only an example.
Here, experimental simulations of cases are run to make a more robust comparison.
For example, in trial 1, five orders were processed in a job shop with four different
machines. The measures of performance are the six traditional indices and two global
indexes. The simulation experiments assume a job shop configuration. The routings
of the orders may differ and are generated randomly. The algorithm is coded in
visual basic and implemented on a Pentium II 333-MHz computer.

Idle G Idle P Idle Q Idle R Idle S Idle T

Y 0.00 4.75 0.00 6.30 0.00 4.75 0.00 0.00 0.00 4.75 0.00 3.20
Z 0.00 0.00 0.00 2.00 0.00 1.67 0.00 2.30 0.00 0.00 0.00 0.30
U 4.75 1.17 5.13 5.80 0.00 0.00 0.00 17.50 0.00 5.80 0.00 2.30
X 5.92 5.50 5.43 5.50 0.00 11.00 1.00 13.75 0.00 16.50 0.00 0.00
V 11.42 4.17 6.67 0.00 11.00 12.50 2.25 16.67 0.00 10.40 0.00 2.10
� 22.09 17.23 11 3.25 0 0

Table 4. Idle time about five orders happen under the TDD/IDD dispatching rule.

(1) (2) (3)
¼ (1)� (2)

(4) (5)
¼ (1)� (4)

(6) (7) (8) (9)
¼ (3)� (6)

(10)
¼ (5)� (8)

Order
quantity

RM
cost
($)

Total
cost
($)

Price
($)

Sales
($)

Flow
time

Due
day Tardiness IDD TDD

Y 95 20 1900 60 5700 23.75 39 0 45 125 0
Z 20 35 700 100 2000 6.27 10 0 4389 0
U 70 35 2450 70 4900 42.45 35 7.45 104 002 36 505
X 165 15 2475 50 8250 64.60 55 9.6 159 885 79 200
V 125 10 1250 30 3750 77.27 65 12.27 96 587 46 013

Table 5. Calculating performance indexes through the TDD/IDD dispatching rule.
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Table 7 compares the results. The TDD/IDD dispatching rule outperforms the
other considered dispatching rules for the job shop in terms of the minimum values
of TDD and IDD. In particular, when the number of orders exceeds the number of
machines in the job shop very much, the performance of TDD and IDD becomes
strongly significant.

5. Conclusions

This study proposes a novel TDD/IDD dispatching rule that can be applied in a
job shop environment to maximize the performance of TDD and IDD, as advocated
by the TOC. An example demonstrated the feasibility of the TDD/IDD dispatching
rule and that its TDD and IDD performance is better than that of five traditional
dispatching rules. An experimental simulation then proved that the developed TDD/
IDD dispatching rule outperforms the five considered traditional dispatching rules
in the given scenarios.

Figure 4. Directed graphs of the shifting bottleneck heuristic.

Index
Rule

TDD/IDD
heuristic SPT EDD

Total
profit

Minimum
slack ATC

IDLE time 53.57 56.58 54.66 184.6 104.6 94.2
Cycle time 77.27 81.27 78.27 81.82 78.97 81.09
Numbers tardy 3 2 3 4 3 3
Mean FT 42.87 43.45 45.86 68.84 55.39 51.35
Tmax 12.27 26.27 13.27 71.82 45.02 26.09
�Tardiness 29.32 33.72 30.62 142.96 75.66 75.62
Global performance
�TDD 161 718 253 233 176 326 505 253 251 097 478 412
�IDD 409 988 434 060 433 511 586 222 462 778 529 511
Z 571 707 687 292 609 837 1 091 475 713 875 1 007 922

Table 6. Performance indexes under various dispatching rules.
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Trial
Number of
jobs/orders

Number of
machines Rule Idle CT

Number
tardy FT Tmax �T �TDD �IDD

1 5 4 TDD/IDD 37.30 63.40 3 37.40 15.50 25.30 312 453 405 234
SPT 40.20 73.40 3 35.40 24.30 31.40 423 445 512 345
EDD 39.20 76.30 2 38.30 31.30 26.30 545 435 634 643
T (profits) 120.90 83.40 4 57.40 84.30 124.30 534 634 564 543
Min (ST) 102.30 74.30 3 56.30 73.20 50.30 43 453 634 453
ATC 49.30 71.60 2 33.30 25.30 27.40 432 952 534 678

2 5 5 TDD/IDD 38.20 53.43 3 37.29 10.91 24.52 193 523 546 434
SPT 40.78 62.33 3 35.51 19.63 29.95 346 343 654 975
EDD 39.89 64.91 2 38.09 25.86 25.41 353 456 615 453
T (profits) 72.60 71.23 4 55.09 73.03 112.63 1 453 394 654 740
Min (ST) 56.05 63.13 3 54.11 63.15 46.77 293 342 747 233
ATC 57.78 50.62 2 35.54 29.42 23.19 234 644 600 471

3 6 4 TDD/IDD 36.83 83.52 4 44.50 16.39 43.42 573 532 601 430
SPT 39.88 96.22 4 41.96 27.47 53.89 638 645 634 500
EDD 38.83 99.90 3 45.64 35.38 45.14 565 877 613 433
T (profits) 36.95 93.92 3 59.90 35.28 44.33 623 753 694 302
Min (ST) 35.34 97.36 4 68.50 18.74 86.33 733 678 630 647
ATC 36.02 86.63 3 51.99 19.90 81.35 593 244 654 480
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4 7 4 TDD/IDD 100.71 171.18 3 100.98 39.15 68.31 627 345 735 946
SPT 108.54 198.18 3 95.58 65.61 84.78 734 341 843 092
EDD 105.84 206.01 3 103.41 84.51 71.01 743 423 834 743
T (profits) 116.43 225.18 3 154.98 227.61 75.61 703 932 794 952
Min (ST) 126.21 200.61 2 152.01 197.64 81.81 732 432 804 453
ATC 97.11 160.32 3 116.91 95.31 127.98 691 342 852 504

5 7 5 TDD/IDD 115.63 196.54 3 115.94 44.95 78.43 394 644 795 430
SPT 104.62 207.54 2 109.74 75.33 97.34 542 432 834 436
EDD 121.52 236.53 3 118.73 67.03 81.53 493 345 825 044
T (profits) 124.79 258.54 4 177.94 61.33 85.33 543 345 836 008
Min (ST) 137.13 230.33 5 174.53 76.92 65.93 522 233 864 053
ATC 128.03 202.96 3 134.23 59.43 86.94 523 243 854 984

6 10 4 TDD/IDD 130.55 221.90 3 130.90 50.75 88.55 704 564 810 004
SPT 140.70 256.90 4 123.90 85.05 89.90 944 345 939 345
EDD 137.20 267.05 3 134.05 59.55 92.05 903 324 1 164 033
T (profits) 123.15 291.90 4 115.90 65.05 95.05 873 453 1 043 049
Min (ST) 113.05 200.05 3 134.05 56.20 86.05 856 045 1 146 093
ATC 147.55 245.60 4 141.55 61.55 89.90 869 335 993 093

Table 7. Indexes measuring six dispatching rules under various jobs and machines.
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Appendix

Costraw ($) Sales ($) Flow time Due day Tardiness IDD TDD

Z 700 2000 6.27 10 0 4389 0
Y 1900 5700 23.75 39 0 45 125 0
U 2450 4900 42.45 35 7.45 104 003 36 505
V 1250 3750 63.52 65 0 79 400 0
X 2475 8250 81.27 55 26.27 201 143 216 728

Order sequence (Z-Y-U-V-X).
Z¼�TDD þ �IDD¼ 253 233 þ 434 060¼ 687 292.

Table A1. Indexes of performance by the SPT dispatching rule.

Costraw ($) Sales ($) Flow time Due day Tardiness IDD TDD

Z 700 2000 6.27 10 0 4389 0
U 2450 4900 33.4 35 0 81 830 0
Y 1900 5700 45.5 39 6.5 86 450 37 050
X 2475 8250 65.86 55 10.85 163 004 89 513
V 1250 3750 78.27 65 13.27 97 835 49 763

Order sequence (Z-U-Y-X-V).
Z¼�TDD þ �IDD¼ 176 326 þ 433 511¼ 609 837.

Table A2. Indexes of performance by the EDD dispatching rule.

Costraw ($) Sales ($) Flow time Due day Tardiness IDD TDD

X 2475 8250 52.25 55 0 129 319 0
Y 1900 5700 60.2 39 21.2 114 380 120 840
V 1250 3750 68.42 65 3.42 85 525 12 825
U 2450 4900 81.52 35 46.52 199 724 227 948
Z 700 2000 81.82 10 71.82 57 274 143 640

Order sequence (X-Y-V-U-Z).
Z¼�TDD þ �IDD¼ 505 253 þ 586 222¼ 1 091 475.

Table A3. Indexes of performance by the total profit rule.

Costraw ($) Sales ($) Flow time Due day Tardiness IDD TDD

U 2450 4900 32.57 35 0 79 797 0
X 2475 8250 54.72 55 0 135 432 0
Z 700 2000 55.02 10 45.02 38 514 90 040
Y 1900 5700 62.67 39 23.67 119 073 134 919
V 1250 3750 78.97 65 6.97 89 963 26 138

Order sequence (U-X-Z-Y-V).
Z¼�TDD þ �IDD¼ 251 097 þ 463 778¼ 713 875.

Table A4. Indexes of performance by the minimum slack rule.
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Costraw ($) Sales ($) Flow time Due day Tardiness IDD TDD

Z 700 2000 6.27 10 0 4389 0
V 1250 3750 45.84 65 0 57 300 0
U 2450 4900 58.94 35 23.94 144 403 117 306
Y 1900 5700 64.59 39 25.59 122 721 145 863
X 2475 8250 81.09 55 26.09 200 698 215 243

Order sequence (Z-V-U-Y-X).
Z¼�TDD þ �IDD¼ 478 412 þ 529 511¼ 1 007 922.

Table A5. Index of performance by the ATC dispatching rule.
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