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Interconnect Accelerating Techniques for
Sub-100-nm Gigascale Systems

Hong-Yi Huang, Member, IEEE, and Shih-Lun Chen, Student Member, IEEE

Abstract—This work describes new circuits called capacitor
coupling trigger and capacitor coupling accelerator (CCA) cir-
cuits used to reduce the long interconnect RC delay in sub-100-nm
processes. The proposed circuits use capacitors to split the output
driving paths to eliminate the short-circuit current and thus
improve the signal transition time. Besides, the capacitor coupling
technique is applied to adjust the gate threshold voltage of the
proposed circuits and isolate the input signal from the output
driving transistors. The proposed circuits are faster than the prior
circuits. Furthermore, the CCA can be applied to bi-directional
interface, multiports bus, field-programmable gate array inter-
connections, and complex dynamic logic circuits.

Index Terms—Accelerator, capacitor coupling, gigascale sys-
tems, interconnect, receivers.

I. INTRODUCTION

THE total delay time of integrated circuits (ICs) consists
of two parts: the logic gate delay and the interconnect

delay. The latter is induced by the parasitical resistance and
capacitance of the interconnections. The interconnections have
become critical in IC performance as the ICs are scaled into
sub-100-nm dimensions [1]–[10]. The interconnections are
decreased largely in the horizontal dimension as the semicon-
ductor process is scaled down, and the vertical dimension is
only slightly decreased. As the width and space occupied by
the interconnections continues to decrease, the aspect ratio of
wires must be increased to prevent the interconnect resistance
from increasing greatly. In addition, the decreasing of the inter-
connect spacing increases the adjacent capacitance and fringing
capacitance between interconnections [11], [12]. Although,
the copper (Cu) wires and lower dielectric constant (low-k)
materials are used in sub-100-nm processes, the parasitical
effect of the interconnections is still serious. Besides, the trend
of system-on-a-chip (SOC) makes more long wires between
devices as the chips become larger. Fig. 1(a) and (b) shows
the parasitic parameters of a 10 000- m wire with 2 and 5
minimum width and space in various semiconductor processes,
respectively [6]. As shown in Fig. 1(a) and (b), although the
parasitic capacitance decreases slightly, the parasitic resistance
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Fig. 1. Parasitic parameters of 10 000 �m wire in various semiconductor
processes: (a) 2� minimum width and space and (b) 5� minimum width and
space.

increases greatly. Hence, the RC time constant of a 10 000- m
wire increases as the semiconductor process is scaled down.
Compared with Fig. 1(a) and (b), although using wider width
and space wire can decrease the RC time constant, it may con-
sume more power and occupy more chip area to implement the
long wires. Thus, the wider wire can not be used in consumer
ICs. Accordingly, the interconnect delay dominates the whole
chip delay in sub-100-nm processes. Designers must focus
on the interconnect delay rather than the logic gate delay in
sub-100-nm gigascale systems.

Fig. 2 shows the simple interconnect model, where Rd and
Cr denote the driver output resistance and the receiver input ca-
pacitance, Rw and Cw denote the parasitic resistance and ca-
pacitance of the interconnection. As Rw is smaller than Rd, in-
creasing the driving current by enlarging the driver size can re-
duce the delay time effectively. However, as Rw is larger than
Rd, enlarging the driving current is no longer efficient. Fig. 3
shows the delay time of a 10 000- m wire (2 minimum width
and space) in a 70-nm process. For small drivers, the input-to-
output delay time (t3) decreases as the enlargement of the driver
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Fig. 2. Simple interconnect model.

Fig. 3. Delay times of a wire driven by drivers of different sizes.

increases the driving current. However, the delay saturates as
the driver size is more than five times of a unit inverter because
the resistive effect of the metal wire dominates the total delay.
Therefore, the receiver design must be considered rather than
the driver design when designing a long wire in sub-100-nm
gigascale systems.

Several methods to reduce the interconnect delay are re-
ported. The aluminum used in the interconnections can be
replaced with less resistive metals such as copper and sub-
stances with a lower dielectric constant (low-k) can be used as
interlevel dielectric materials [13]–[20]. However, the inter-
connect delay is still serious using copper and low-k process.
Inserting repeaters (buffers) also reduces the interconnect
delay [21]–[24]. The repeaters are large size devices so they
may consume much power. Using a special receiver [25]–[27]
or inserting an accelerator (booster or transparent repeater)
[27]–[29] also efficiently reduces the interconnect delay. The
transient sensitive trigger (TST) and the transient sensitive
accelerator (TSA) [27] circuits exhibit a threshold voltage drop
problem during transition, increasing the delay time [30]. The
booster and transparent repeater (TR) perform longer delay on
the detection of the signal transition fast [28], [29].

The work presents new schemes called the capacitor coupling
trigger (CCT) and the capacitor coupling accelerator (CCA)
to accelerate the signal of the long wires [31]. The proposed
CCA can be applied to bi-directional interface, multiports buses,
field-programmable gate array (FPGA) interconnections, and
complex dynamic logic circuits. The rest of this paper is or-
ganized as follows. Sections II and III describe the capacitor
coupling triggers and the capacitor coupling accelerator, respec-
tively. Section IV presents the simulation results and discus-
sions. Conclusions are finally drawn in Section V.

Fig. 4. Concept behind capacitor coupling technique.

Fig. 5.HCCT.

Fig. 6. Waveforms of HCCT.

II. CAPACITOR COUPLING TRIGGERS

Fig. 4 shows the capacitor coupling technique. According
to the capacitor coupling effect, the transition of results
in a charge injection to signal . The relationship between

and is as follows:

It is seen that is proportional to and . If
is fixed as a constant, a target can be achieved by sizing
the capacitor . A split-path methodology is used to eliminate
the short-circuit current and improve the transient speed [32],
[33]. In this work, the capacitor coupling technique is applied to
adjust the gate threshold voltage of the proposed circuits and to
isolate the input signal from the output driving transistors [34].

Fig. 5 shows the high-threshold capacitor coupling trigger
(HCCT). The driving signals A and B of the output stage de-
vices P4 and N4 are isolated to the input signal IN by the capac-
itors and , respectively. Fig. 6 shows the waveforms of the
HCCT. Initially, signals IN and OUTB are at . Signal OUT
is at GND. Transistors P1, P2, and P3 are turned off and transis-
tors N1 and N3 are turned on. The gate and the drain of transistor
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Fig. 7. Characteristic of hysteresis.

N2 are both at . Transistor N2 is not turned on at this mo-
ment. At period t1, signal IN starts to make a high-to-low tran-
sition. Signal C does not receive signal IN immediately. After
time , signal IN is pulled down to -Vtn at time t2. Vgs
of the transistor N2 exceeds Vtn so transistor N2 is turned on.
Then, signal C starts to be pulled down through transistor N2.
At the same time, signal A follows the transition of signal C
according to the coupling effect. As of transistor P4 ex-
ceeds its threshold voltage , transistor P4 is turned on.
Output signal OUT is pulled up to . The complementary
signal OUTB is pulled down to GND. Consequently, transistors
N1, N2, and N3 are turned off and transistors P1 and P3 are
turned on. Finally, signals A and C are pulled up to . Then,
transistor P4 is turned off. The initial conditions of the internal
nodes A, B, C, and D are set up. The HCCT is ready to receive
a low-to-high transition of the signal IN.

At time t4, signal IN starts to make a low-to-high transition.
Signal D does not receive signal IN immediately. After period

, signal IN is pulled up to at time t5. of tran-
sistor P2 exceeds so that P2 is turned on. Then, signal D
starts to be pulled up through transistor P2. At the same time,
signal B follows the transition of signal D according to the cou-
pling effect. When Vgs of transistor N4 exceeds its threshold
voltage Vtn, transistor N4 is turned on. The output signal OUT
is pulled down to GND. The complementary signal OUTB is
pulled up to . Therefore, transistors P1–P3 are turned off
and transistors N1 and N3 are turned on. Finally, signals B and
D are pulled down to GND. Then, transistor N4 is turned off.
The initial conditions of the internal nodes A–D are set up. The
HCCT is ready to receive a high-to-low transition of the signal
IN.

The transitions of signal IN can either pull node A down or
pull node B up. Transistors P4 and N4 do not turn on simul-
taneously while the incoming signal is received. Therefore,
the short-circuit current of the output stage can be eliminated.
The operation of the HCCT has a hysteresis effect on the
Schmitt–Trigger circuit shown in Fig. 7. Sizing of the coupling
capacitors enables the transition points VL and VH of the
hysteresis effect to be designed so that the HCCT can be highly
immune to noise. The HCCT can be applied as a wire receiver
to reduce the effect of signal noise.

Fig. 8 presents the low-threshold capacitor coupling trigger
(LCCT), which is used to detect a small transition of the input
signal and causes a fast transition of the output signal. The

Fig. 8.LCCT.

Fig. 9. Waveforms of the LCCT.

HCCT and the inverter shown in Fig. 8 are used to generate de-
layed control signals CO1 and CO2. Fig. 9 shows the waveforms
of the LCCT. Initially, the signals IN and CO1 are at . The
signals OUT and CO2 are at GND. Transistors N1, N3, N6, P2,
and P5 are turned on. The other devices are turned off. At time
t1, signal IN starts to make a high-to-low transition. Signal C im-
mediately follows the transition of signal IN through transistor
N2. At the same time, signal A follows the transition of signal
C according to the coupling effect. As of transistor P4 ex-
ceeds its threshold voltage , the output node OUT is pulled
up through transistor P4. Then transistor N5 is turned on. Tran-
sistors N5 and N6 provide a pulled-down path of signal A. The
positive feedback provided by the transistors N5 and N6 to node
A generates a lager to transistor P4. Therefore, the driving
current of transistor P4 can be increased. The output signal OUT
is pulled up to . The internal control signals CO1 and CO2
are delayed by an HCCT and an inverter. Transistors N1, N3,
N6, P2, and P5 are turned off. Finally, nodes A and C are pulled
up to . Then transistor P4 is turned off. The initial condi-
tions of the internal node for the subsequent transition are set up.
The LCCT is ready to receive a high-to-low transition of signal
IN.

At time t3, signal IN starts to make a low-to-high transition.
Signal D immediately follows the transition of signal IN through
the transistor N2. At the same time, signal B follows the transi-
tion of signal D according to the coupling effect. When Vgs of
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Fig. 10. Capacitor coupling accelerator.

Fig. 11. Operation of the CCA (steady state “high”).

transistor N4 exceeds its threshold voltage Vtn, the output node
OUT is pulled down through transistor N4. Then transistor P5
is turned on. Transistors P5 and P6 provide a pulled-up path of
signal B. The positive feedback provides by the transistors P5
and P6 to node B generates a lager Vgs to transistor N4. There-
fore, the driving current of transistor N4 can be increased. The
output signal OUT is pulled down to GND. The control signals
CO1 and CO2 have a delay induced by the HCCT and the in-
verter. Transistors P1, P3, P6, N2, and N5 are turned off. Finally,
nodes B and D are pulled down to GND. Then, transistor N4 is
turned off. The initial conditions of the internal node are set up
for the subsequent transition. The LCCT is ready to receive a
low-to-high transition of signal IN.

III. CAPACITOR COUPLING ACCELERATOR

Fig. 10 shows the capacitor coupling accelerator (CCA). The
CCA is connected to the middle-point of a long wire. Fig. 11
depicts the steady-state operation of the CCA while the inter-
connect signal is at . Transistors N1, N3, N6, P2, and P7
are turned on. Fig. 12 presents the operation of the CCA while
the interconnect signal makes a high-to-low transition. Node C
receives the transition of the interconnect signal through tran-
sistor P2. At the same time, node A gets a voltage transition
through coupling capacitor . Then, node E is pulled up to

through transistor P4. Transistor N8 is turned on which
generate a pull-down path to the interconnect signal. Therefore,
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Fig. 12. Operation of the CCA (high-to-low transition).

Fig. 13. Operation of the CCA (steady state “low”).

the high-to-low transition of the interconnect signal is acceler-
ated.

Fig. 13 presents the steady-state operation of the CCA while
the interconnect signal is at GND. Transistors P1, P3, P6, N2,
and N7 are turned on. Fig. 14 presents the operation of the CCA
while the interconnect signal makes a low-to-high transition.
Node D receives the transition of the interconnect signal through
transistor N2. At the same time, node B gets a voltage transition
through the coupling capacitor . Then, node F is pulled down
to GND through transistor N4. Transistor P8 is turned on which
generates a pull-up path to the interconnect signal. Therefore,
the low-to-high transition of the interconnect signal is acceler-
ated.

When the CCA detects the transition of the interconnect
signal, a large driving current is generated to the middle-point of
a long wire. The CCA improves the rise/fall time of a long wire.
Therefore, the interconnect delay can be reduced. The CCA
can operate without an external control signal and consume no
dc power. Moreover, it can be applied to the transmission of
bi-directional signals shown in Fig. 15.

IV. SIMULATION RESULTS AND DISCUSSION

In this section, some simulation results and discussions are
reported. The wire parameters in a 90-nm process are given in
[20] and [35]. Besides, the threshold voltages and gate-oxide
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Fig. 14. Operation of the CCA (low-to-high transition).

Fig. 15. Use of CCA in the bidirectional interface circuit.

Fig. 16. Delay of the HCCT according to various coupling capacitor.

thickness of 0.18- m devices model are modified into a 90-nm
process for the simulation of these circuits.

A. Delay Versus Coupling Capacitor of the HCCT

Fig. 16 shows the simulation result of the HCCT. The delay
time is measured from the input node to the output node of the
HCCT. Increasing the size of the coupling capacitor is seen to re-
duce the delay time. Therefore, the gate threshold of the HCCT
can be adjusted by sizing the coupling capacitor.

B. Improvement of Rise/Fall Time

In the simulation of driving a long interconnection, two static
inverters are used as the driver and the receiver, respectively.

The CCA, TSA [27], booster [28], and TR [29] are connected
to the middle-point of the long wire, respectively. The wire is
modeled by an RC distributed -model [25]. The signal wave-
forms at the middle-point of a 10 000- m wire are shown in
Fig. 17 where “Normal” denotes the wire without any acceler-
ating techniques. The CCA, TSA, booster, and TR are seen to
improve the rise/fall time of the interconnect signal so that the
delay time of the long wire can also be reduced. The TSA has
the drawback of a Vt-drop [30] and the booster and transparent
repeater can not make a fast detection on the wire signal. Be-
sides, the output driving capability of the TSA and the booster
are decreased due to the stacked devices. Hence, the acceler-
ating performance of the CCA is better than that of the TSA,
the booster, and the transparent repeater.

C. Position of the CCA

Fig. 18 presents the results of the simulation given various
positions of the CCA. Lx denotes the distance from the driver
to the CCA and L denotes the length of the interconnection. The
best position of the CCA is at 0.3L. If the CCA is positioned at
less than 0.3L of the distance to the driver, then it can detect the
transition very quickly. However, the large parasitic RC of the
long wire, after the insertion of the CCA still dominates the total
delay. If the CCA is positioned near the receiver, then it cannot
quickly detect the signal transition.

D. Delay Comparison of the Accelerators

Fig. 19 compares the delays obtained using the CCA, the
TSA, the booster, the TR and the repeater. The delay is mea-
sured from the input node of the driver to the output node of
the receiver. Using the CCA achieves the best performance than
others.

Fig. 20 compares the delay time of a 10 000- m wire obtained
using various number of CCAs and repeaters. The positions of
the CCAs and repeaters are optimized in this simulation. The
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Fig. 17. Waveforms at the middle point of a long wire.

Fig. 18. Simulation results for various positions of CCA.

Fig. 19. Comparisons of the delay time using CCA, TSA, booster, TR, and
repeater.

delay obtained using a CCA is less than that obtained using a
repeater. As the number of the CCAs increases, the delay may
saturate. As the number of repeaters exceeds the optimum value,
the delay will increase.

Fig. 20. Delay time using different number of CCAs and repeaters.

E. Delay Comparison of the LCCT and the TST

Fig. 21 compares the delay time using different receivers.
The delay time measured from the driver input to the receiver
output. The LCCT is faster than the TST [26] because the
LCCT includes a positive feedback path to the input node of
the output driving stage. Furthermore, the LCCT involves no
Vt-drop problem.

F. Noise Consideration

Because of the parasitic line-to-line capacitance and mutual
inductance, the main noise in digital circuits for interconnec-
tions is due to crosstalk effect. Fig. 22 shows the cross section
view of three parallel signal lines. In Fig. 22, Cc is the coupling
capacitance between the signal line and adjacent line, Cgs is the
parasitic capacitance of the signal line to ground plate, and Cga
is the parasitic capacitance of the adjacent line to ground plate.
If the signals of the three lines shown in Fig. 22 make transitions
at the same time, the coupling capacitance Cc can be modeled
into the capacitance of the signal line to ground plate. As the
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Fig. 21. Comparisons of delay time using different receivers.

Fig. 22. Cross section view of three parallel-signal lines.

TABLE I
SIMULATION RESULTS OF CROSSTALK EFFECT

transitions of the adjacent line and that of the signal line are in
phase, the parasitic capacitance of the signal line to ground is de-
creased. Otherwise, as the transitions of the adjacent lines and
that of the signal line are out-of-phase, the parasitic capacitance
of the signal line to ground is increased. Table I shows the sim-
ulation of the crosstalk effect induced by neighboring signals.
Three parallel wires are modeled by distributed RC model and
the parameter of the three wires is also given in [20] and [35].
In this simulation, the signals of these three wires have transi-
tions at the same time. As the transitions of the adjacent lines
and that of the signal line are in phase, the delay is decreased.
As the transitions of the aggressors and that of the signal line
are out-of-phase, the parasitic capacitance of the signal line to
ground is increased. As shown in Table I, the adjacent wires
out-of-phase to the signal line undergoes a 1.63-ns reduction in
the delay if a CCA is inserted into a 10 000- m wire. Besides,
the delay variation with CCA is smaller than that without CCA.

If the signal line is steady state and the signals of the adjacent
lines have transitions, the CCA and the receiver may detect error
signals on the wire. The space between wires can be increased to
decrease the parasitic coupling capacitance. Shielding lines can
be added to decrease the noise from other signal lines. However,
increasing line-to-line space and adding shielding lines may oc-
cupy more chip area. Besides, a keeper can be added on the
signal line to increase the noise immunity, and the HCCT or a
Schmitt trigger circuit can be used as the receiver to reject noise.

TABLE II
SIMULATION RESULTS OF POWER CONSUMPTION

G. Power Consumption

In CMOS digital circuits, static power dissipation due
to leakage current can be ignored. Hence, dynamic power
consumption and short-circuit power consumption are respon-
sible in digital circuits. Dynamic power is due to charging
and discharging capacitors so it is proportional to the load
capacitance if the operation frequency and the power supply
voltage are fixed. Thus, no matter the wires with CCA or not,
the dynamic power consumptions are the same. Short-circuit
power consumption, which is due to direct-path currents as
the logic gate has a transition, is a strong function of the ratio
between input and output signal slopes. As the output load
capacitance is large or the rise/fall time of the input signal
is slow, the short-circuit power consumption becomes large.
Table II shows the simulation results of power consumptions. In
this simulation, an enhanced technique is used [36] to simulate
the power consumption of the circuits at 50 MHz. The wire
length is 10 000 m and the parameters of the wire are also
given in [20] and [35]. Besides, the total power consumption
includes the power dissipates on the wire, the driver, the re-
ceiver, and the CCA. As show in Table II, because the rise/fall
time of the wire signal with CCA is faster than that without
CCA, the driver driving the wire with CCA consumes more
short-circuit power than the driver driving the wire without
CCA. The receiver receiving the wire signal without CCA
consumes more short-circuit power than the receiver receiving
the wire signal with CCA. Although the short-circuit power of
the driver and the receiver will be changed with and without
CCA, the dynamic power dominates the total power because
of the long wires. As shown in Table II, the total power with
CCA is slightly larger than that without CCA because the extra
dynamic power is consumed on the CCA. In conclusion, using
CCA can decrease wire delay, and will not consume more
power.

V. CONCLUSION

This paper presents the capacitor coupling trigger and the ca-
pacitor coupling accelerator circuits to improve the long inter-
connection RC delay in sub-100-nm processes. Using the CCA,
the delay time of a 10 000 m wire can be made 22.6%–33.6%
lower than those obtained using the TSA, the booster and the
TR. The new techniques require no external synchronization
signals. The LCCT can be very efficient when a long wire re-
ceiver is applied in sub-100-nm processes. The HCCT can func-
tion as a Schmitt–Trigger circuit to adjust the gate threshold. If
considering the noise and speed tradeoff, the CCA can be used to
reduce the long wire delay and the HCCT can be as the receiver
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to increase the noise immunity. As well to accelerate the long
wire signal, the CCA also can be applied to the transmission of
bi-directional signals, multiports bus, FPGA interconnections,
and complex dynamic logic circuits. In conclusion, the proposed
circuits are suitable for gigascale systems in sub-100-nm pro-
cesses.
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