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Abstract In this paper we propose a Distributed Hash

Table (DHT)-based peer-to-peer resource discovery pro-

tocol designed for large-scale Mobile Ad-hoc NETwork

(MANET). The proposed Mobile Resource Discovery

Protocol (MRDP) uses a distributed dynamic clustering

algorithm to adaptively and rapidly group nodes in a

MANET for resource discovery purpose, and utilizes DHTs

to efficiently cache resource information in a peer-to-peer

manner. We provide a probabilistic lower bound on the

performance of the MRDP. We also present simulation

results under different scenarios to show that MRDP has

low message overheads and its performance is highly

insensitive to the size of the MANET. These characteristics

make MRDP suitable for large-scale MANETs.

Keywords Service discovery � Mobile Ad-hoc NETwork

(MANET) � Peer-to-peer networks

1 Introduction

In the past two decades, we have seen great progresses

in mobile ad-hoc network (MANET) technologies.

The research community and industries have been

exploring ways to apply MANET techniques to a growing

range of applications in addition to battlefield networks,

such as search/rescue missions and vehicle-to-vehicle

communications. In order to provide value to users, it is

desirable to have platforms or mechanisms that enable

information sharing among network nodes, which enable

distributed applications and services to be efficiently con-

structed or deployed on top of MANETs. In wired net-

works, such demands can be achieved by utilizing search

engines or peer-to-peer platforms. However, the inherent

heterogeneity of MANET has posed great challenges in

designing resource discovery and sharing mechanisms.

We identify the fundamental problems that need to be

tackled when designing a resource discovery protocol for

MANETs as: (1) how to distribute resources and services

information to stimulate the discovery process, (2) how to

discover resources and services in an efficient manner, and

(3) how to retrieve the resources or services that have been

found. Examples of resources in a MANET include files of

common interests, environmental data sensed by sensors,

and road traffic condition in vehicular networks.

One traditional way of doing resource discovery in

MANETs is through broadcasting/flooding. Many studies

have focused on improving the performance of broadcasting

in MANETs. However, the excessive message overhead of

broadcasting would degrade the network performance tre-

mendously. Recently, Peer-to-Peer (P2P) technologies have

been widely used in the Internet for distributed applications.

One major advancement in P2P research is the introduce of

Distributed Hash Tables (DHTs). DHTs have been proved to

be highly efficient, robust, and scalable in message routing

and locating objects [1–4]. The P2P information retrieval

techniques share several important characteristics with that

of doing resource discovery in MANETs, such as the ability
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to support unstable network links and unexpected node

arrivals and departures, making them attractive to be

deployed in MANETs. However, recent research studies

have also shown that deploying P2P networks directly on top

of MANET routing protocols would induce heavy message

overhead [5, 6]. This is because P2P networks were origi-

nally designed as overlay networks for wired networks. Two

neighboring peers in a P2P overlay network may be many

physical hops apart in the underlying physical network,

which is the main cause of excessive message overhead in

MANETs. Thus, enhancements are needed to make P2P

mechanisms work efficiently in MANETs. Cross-layer

designs have been proposed to combat the routing incon-

sistency [6, 7]. By utilizing routing information provided by

underlying routing protocols, the DHT-based resource dis-

covery protocols can construct routing tables that better fit

the actual physical topology.

In this paper, we propose a DHT-based peer-to-peer

resource discovery protocol that is suitable for MANETs.

Potential applications of the proposed protocol include

information retrieval in sensor networks, intelligent gath-

ering in battlefield ad-hoc networks, road condition gath-

ering in vehicular networks, and file sharing over future 4G

networks. The proposed protocol is designed to meet the

following key requirements:

• Low message overhead Because nodes in a MANET

communicate with each other wirelessly, message

overhead, if not appropriately controlled, can greatly

degrade the network performance. Hence, the resource

discovery protocol for MANETs should have low

message overheads, i.e. low number of messages that

are needed to locate resources or services.

• Scalability and robustness The node topology of a

MANET can change dynamically, and sometimes

frequently, due to node mobility or energy drain-out.

The size of a MANET can also vary widely, e.g. from

tens to tens of hundreds of nodes. Therefore, the service

discovery protocol for MANETs should have stable

performance in a dynamically changing network.

It should also be scalable and robust.

Based on above considerations, we propose Mobile

Resource Discovery Protocol (MRDP), a peer-to-peer

resource discovery protocol specially designed for

MANET environment. Nodes that run the MRDP will form

dynamic clusters for resource discovery. Resource infor-

mation can be cached in each cluster by using DHTs.

Unlike other cross-layer approaches, we design a resource

discovery protocol that fully utilizes the scalability and

robustness of DHT, yet minimizes the message overhead

through adaptive caching. In addition, we provide a prob-

abilistic lower bound on the performance of MRDP and

show that the protocol behaves consistently regardless of

the network size. Our performance analysis and simula-

tions show that MRDP outperforms broadcasting/flooding

approaches and cross-layered DHT approaches. The

MRDP is also scalable and robust in various MANET

sizes. The contributions of this paper include:

• The proposed protocol forms the nodes in a MANET

into dynamic clusters, and utilizes DHTs to cache and

search for resources. The idea of clustering is not new,

nor does deploying DHTs in MANET. However, to the

best of our knowledge, designs and evaluations of

efficient resource discovery mechanisms which utilize

both clustering and DHTs have not been discussed in

the literature before.

• We provide a probabilistic lower bound on the perfor-

mance of the proposed resource caching mechanism.

This lower bound serves as the theoretical foundation

of the proposed protocol.

• We evaluate the performance of the proposed MRDP

by extensive simulations. We compare with Ekta [6]

and Virtual Ring Routing [7]. The proposed MRDP

outperforms them in most scenarios.

An earlier version of this work was presented in [8],

which showed preliminary simulation results. In this paper,

we provide theoretical foundations for the proposed

approach and enhance the design. Detailed simulation

results are also given to further verify the performance of

the proposed approach. The rest of this paper is organized

as follows. Section 2 overviews related work. Section 3

presents the proposed MRDP. Section 4 provides perfor-

mance comparison with other approaches. Section 5 con-

cludes this paper.

2 Related work

Several industrial consortiums and organizations have

made effort in standardizing resource discovery protocols.

Examples include Universal Plug and Play (UPnP) [9], Jini

[10], Service Location Protocol (SLP) [11], and Bluetooth

Service Discovery Protocol (SDP) [12]. However, these

protocols, except Bluetooth Service Discovery Protocol,

assume a stable network. Therefore, they are not effective

in handling the dynamic and frequent network changes in

MANETs.

Several studies on resource discovery in ad-hoc networks

have been presented in the literature. Because of the inherent

nature of ad-hoc networks, most of the approaches are

decentralized. They generally can be categorized into: (1)

layered approach, and (2) cross-layered approach. Many of

them share similar characteristics with P2P networks.
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Layered approaches construct substrates somewhere

between network layer and application layer to provide

resource discovery capabilities. Message exchanges of

resource discovery are done without the knowledge of the

underlying physical connections and network topology,

which would result in sub-optimal message forwarding

paths [5, 6]. In [13], a P2P file sharing protocol called

ORION searches files by broadcasting messages, and

making nodes on the searching path cache information

about the files for MANETs. Group-based Service Dis-

covery (GSD) presented in [14] uses DARPA Agent

Markup Language (DAML) to describe service informa-

tion. It also utilizes the hierarchical semantic structures of

DAML to create different groups of service information.

Due to the sub-optimal forwarding path caused by layered

approach, these mechanisms tend to have larger message

overheads.

Cross-layered approaches, on the other hand, have been

proposed in order to combat the sub-optimal forwarding

problem of layered approach [6, 15, 16]. They generally

integrate the resource discovery with network layer.

By knowing the routing paths discovered by the network

layer, the resource discovery substrate can deliver its

message using near-optimal paths provided by the net-

work layer, which results in fewer messages being

exchanged in the network. In [15], Cheng proposed to

integrate service discovery messages into the On-Demand

Multicast Routing Protocol (ODMRP) to reduce the ser-

vice query overheads. In [16], Kozat et al. proposed to

integrate resource discovery protocols into network-layer

routing protocols. In our literature survey, we found that

the work done by Pucha et al. [6] has the closest goal as

ours. In [6], the authors proposed Ekta, a DHT mecha-

nism which integrates with the routing layer. However,

we take a different approach by dynamically organizing

the MANET into groups and perform DHT operations in

each groups. We argue that our approach is more suitable

for large scale MANETs in that it can reduce message

overhead even more efficiently.

In addition to being a growing way of file sharing over

the Internet, P2P networking technologies also provide

promising means for resource sharing and dissemination

over MANETs. The use of DHT-like protocols to provide

resource discovery in ad-hoc networks has also received

increasing attention [6, 7, 17, 18]. Structured P2P networks

[1–4], which are fully decentralized, have been introduced

to construct scalable P2P networks. With the help of DHTs,

nodes in structured P2P networks can have a definite guide

to route their query packets and maintain routing table

states. The use of DHTs has made structured P2P scalable

and robust. P2P networks share many similarities with

MANETs. However, several recent studies have indicated

that adopting the existing P2P mechanisms directly into

MANETs would cause excessive message overhead [5, 6],

which will significantly degrade the performance of a

MANET. The greatest challenge of adopting DHT-like

protocols into MANETs lies in how to reduce message

overhead efficiently. Thus, proper design of using DHT-

like protocols in MANETs is crucial.

3 Proposed mobile resource discovery protocol

(MRDP)

The resource discovery protocol proposed in this paper has

two unique features:

(1) It can group nodes in a MANET dynamically and in a

decentralized manner into information clusters for the

purpose of caching resource information. Dividing a

large MANET into several smaller regions can

effectively reduce the message overhead caused by

resource discovery messages. The proposed dynamic

formation cluster algorithm can be adjusted adap-

tively to fit different goals and environment.

(2) The proposed protocol utilizes DHT to efficiently

cache resource information in each information

cluster. In wired peer-to-peer networks, the DHT

provides a way to route messages in the overlay

network. However, as aforementioned discussion,

such an approach would cause excessive message

overhead in a MANET. In our proposed protocol,

thus, the DHT will not be served for routing purposes.

Instead, the DHT is used to help caching resource

information in clusters so that wide-area broadcasting

could be avoided. The use of DHT not only further

reduces the message overhead, but also provides a

definite guide which tells nodes where to search and

cache their resource information.

The combination of these two mechanisms leads to a

highly scalable and robust solution which makes the pro-

posed protocol suitable for large-scale MANETs.

3.1 System model and problem definition

Considering a MANET with N nodes in a two-dimensional

space A, each node has a maximum transmission range of

r0. Without loss of generality, let A ¼ ½0; 1Þ2 and 0 \ r0

B 1. Nodes are assumed to be uniformly distributed in the

space. The MANET can be modeled as a random geo-

metric graph GeðV; EÞ, where V ¼ fv0; v1; . . .; vNg is the

set of all randomly deployed nodes and E is the set of

random edges. An edge (i, j) exists between two nodes vi

and vj if and only if the Euclidean distance between vi and

vj is less than or equal to r0. Each node has an Unique

Wireless Netw (2011) 17:437–452 439

123



Identifier (UID) to represent its identity. UIDs assigned to

nodes are uniformly distributed in a m-bit key space. In

practice, nodes in a network are identified by their IP or

MAC addresses. Thus, one-way hash functions such as

MD5 (128 bit) (IETF RFC 1321) and SHA-1 (160 bit)

(IETF RFC 3174) can be used to map the nodes’ IP or

MAC addresses into m-bit integers and generate UIDs. Let

Sp � V be the resource providers, which are nodes capable

of providing one or more resources to others. Resources

can be files, network information, environmental informa-

tion, or hardware devices such as printers. Let Sr � V be

the resource retrievers that may search and use the

resources. We refer to nodes by using their UIDs

throughout this paper. The nodes in Sr will try to obtain the

information of the resources provided by the nodes in Sp.

We categorize the resources in a MANET based on two

criteria:

• Content Type The content of a resource can be time-

variant or time-invariant. The content of a resource is

time-variant if it will change over time. On the other

hand, the content of a resource is time-invariant if it is

consistent over time.

• Resource Availability The availability of a resource can

be volatile or nonvolatile. A resource is said to have

nonvolatile availability if its existence is guaranteed.

If the availability of a resource is uncertain, it is said to

have volatile availability.

One typical example of time-variant resources is the

environmental data sensed by sensors. In this case, the

resource is nonvolatile if the sensors are immobile and

data are gathered periodically. Shared files, on the other

hand, are examples of time-invariant resources if content

does not change over time. However, shared files may

have volatile availability because their providers may join

and leave the network arbitrarily. Problems arise when

nodes try to locate time-variant and volatile resources.

Mechanisms such as caching and replication may be used

to accelerate the dissemination and discovery of time-

invariant resources even when their providers are tem-

porarily unavailable. However, for resources that are both

time-variant and volatile, it is problematic to determine its

availability in the network as well as its content correct-

ness. Thus, in this paper we mainly consider resources

that have time-invariant contents with either volatile or

nonvolatile availability. The ability to discover and dis-

tribute time-invariant resource can be useful in scenarios

such as a group of people sharing documents in a con-

ference, fetching medical and communication resource

information in a MANET built for disaster relief, or

acquiring nearby roadside information in vehicular ad-hoc

networks.

The goal of the proposed resource discovery protocol is

to efficiently help users find the resources they need in a

MANET. For nonvolatile resources, the goal is to locate

them with very high probability and precision. If the

resources are volatile, we want those resources to be found

easily with high popularity. We also want to discard those

resources with low demands to save memory space. The

proposed MRDP comprises two major parts: (1) Dynamic

Information Cluster Formation and (2) Resource Discovery

and Caching. The Dynamic Information Cluster Formation

organizes nodes in a MANET into groups according to

some pre-defined criteria for the purpose of caching and

replicate resource-related information. The Resource Dis-

covery and Caching mechanisms utilize the organized

structures to discover resources and to cache discovered

resource information in a P2P manner using DHTs. Before

elaborating on how they work, we first present the theo-

retical foundation of the design.

3.2 Theoretical foundation of the design

Because our goal is to design an efficient resource dis-

covery protocol for MANETs through resource caching,

the expected performance of the caching mechanism is a

main concern. Hence, in this section we provide a proba-

bilistic lower bound on the performance of the caching

mechanism, which serves as the theoretical foundation of

the proposed Mobile Resource Discovery Protocol.

3.2.1 Number of nodes in clusters

One thing we would like to know particularly is the aver-

age size of information clusters in the MANET. Here we

mainly concern with the size of clusters in terms of the

number of nodes in the clusters. The size and the number of

clusters will have impact on several performance issues,

including response time and control message overhead.

Note that the cluster structure will be influenced by the

cluster formation protocol. Therefore, the size of clusters

vary in different scenarios. Due to the variations of cluster

formation protocols and the random behavior of MANET

topology, it is not possible to derive a closed-form analysis

for the cluster size. However, by noting that the size of

clusters is dominated mainly by the node degree, we can

obtain a probabilistic bound for the cluster size.

We assume every node has a same transmission range

r0. We only consider cases of 0 \ r0 \ 0.5 in the unit

square A because we are concerning with large-scale

MANETs. As depicted in Fig. 1, the whole area can be

divided into nine sub-areas according to the value of r0.
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The probability for a random node ni to be of degree k in a

MANET with m nodes can be obtained as follows:

Pr½DegreeðniÞ ¼ k� ¼ Pr½ni has k neighbors�

¼
X9

j¼1

Pr½ni has k neighborsjni in Aj�Pr½ni in Aj� ð1Þ

Boundary conditions need to be tackled in deriving the

probability distribution. As shown in Fig. 1, A5 in the center

does not suffer from any boundary limitation. A2, A4, A6,

and A8 reside on the sides of the boundary. Note that they are

symmetric in terms of the boundary conditions. Similarly,

A1, A3, A7, and A9 reside in the corner and they are also

symmetric in terms of the boundary conditions. Hence, (1)

can be expressed as:

Pr½DegreeðniÞ ¼ k�
¼ Pr½ni has k neighborsjni in A5�Pr½ni in A5�
þ 4 � Pr½ni has k neighborsjni in A4�Pr½ni in A4�
þ 4 � Pr½ni has k neighborsjni in A1�Pr½ni in A1� ð2Þ

Let the probability for a random node nj to be a neighbor

of another random node ni, given that ni is in A5, A4, and

A1, be Pa(x, y), Pb(x, y), and Pc(x, y), respectively.

Because we consider uniformly distributed nodes in unit

square and r0 is normalized, we get:

Paðx; yÞ ¼ pr0
2; 8ðx; yÞ 2 A5 ð3Þ

Pbðx; yÞ ¼ r0
2 p� acos

x

r0

� �
þ x�r0sinacos

x

r0

� �� �
;

8ðx; yÞ 2 A4

ð4Þ

Pcðx; yÞ ¼ r0
2

3
2
p� acosð x

r0
Þ � acosð y

r0
Þ

2

" #

þ xyþ
x�r0sinðacosð x

r0
ÞÞ

2
þ

y�r0sinðacosð y
r0
ÞÞ

2
;

8ðx; yÞ 2 A1 ð5Þ

Substituting (3), (4), (5) into (2), we can derive the node

degree distribution:

Pr½DegreeðiÞ ¼ k�

¼
m� 1

k

� � ZZ

A5

Paðx; yÞkð1� Paðx; yÞÞm�1�kdxdy

�

þ4 �
ZZ

A4

Pbðx; yÞkð1� Pbðx; yÞÞm�1�kdxdy

þ4 �
ZZ

A1

Pcðx; yÞkð1� Pcðx; yÞÞm�1�kdxdy

�
ð6Þ

Figure 2 shows the cumulative density function of the

degree distribution. The analysis is verified by simulation.

r0 is set to 0.25 and the number of nodes are 50, 100, and

150. The expected node degree for 50, 100, and 150 nodes

are 7.68, 15.52, and 23.35, respectively. Note that the

actual cluster sizes may not be identically distributed as the

expected node degree. For instance, if we let the nodes with

greatest node degree in its vicinity to be the cluster heads in

order to maximize the cluster size, the expected cluster size

would be greater than the expected node degree of

uniformly distributed nodes. The node degree distribution

derived here gives us a probabilistic lower bound of the

protocol performance. In our resource discovery protocol,

the main concern is the cluster size.

3.2.2 Cache hit probability

The effectiveness of the MRDP will rely heavily on the

cache mechanism. The cache mechanism is an efficient

way to reduce the control overhead induced in the resource

discovery process. If the desired resource information can

be obtained in the local cluster that the requesting mobile

belongs to, we can design MRDP with only three control

messages: one for the query request, one for the query

relayed by the cluster head through the Consistent Hashing

operation, and one for the query reply.

1
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A4 A5 A6

A3A2A1

r 0

r 0

r 01−
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Fig. 1 Illustration of boundary conditions
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Fig. 2 Cumulative distribution function of node degree. (Transmis-

sion range is set to 0.25.)
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The resources that are on high demand may be queried

more frequently, thus staying in the cache space for a

longer time. To this end, we adopt soft state to cache

resource information. By using soft state, we can make

popular resources to have higher cache hit probability.

Also, those resources that are not in popular demand will

be erased from the cache space to ease the processing and

memory burdens of mobile nodes. Because resource

information is cached in soft state, the main factor that will

affect the cache hit probability is the popularity of the

resource information.

Let X denote the inter-arrival time of resource requests

of each user. We assume that X follows exponential dis-

tribution with mean l. Let s be the duration that mobile

nodes will hold resource information before erasing them.

Also let N be the random variable denoting the cluster size.

We get:

Pr½N ¼ n� ¼ Pr½DegreeðheadÞ ¼ n� 1�; n� 1 ð7Þ

The probability of cache hit can be obtained as:

Pr½A resource queried can be satisfied by cache�
¼ Pr½X� s� ¼ 1� e�

Ns
l ð8Þ

The value of s/l is the ratio between expiration period of

resource information and mean inter-arrival time of

resource requests. We refer to it as the EI Ratio. Figure 3

shows the cache hit probability for different cluster sizes.

EI Ratios of 0.1, 0.333, and 0.5 are depicted. In clusters

with 5 nodes, the cache hit probability is 0.4 when EI Ratio

is 0.1. This means we can fulfill 40% of resource requests

through cached information with an expiration period of

1/10 of the mean resource request inter-arrival time. The

cache hit probability becomes higher as the size of clusters

and EI ratio increase. In the 5-node cluster case, it is over

0.8 for EI Ratio of 0.333 and over 0.9 for EI Ratio of 0.5,

which means a large portion of resource requests can be

fulfilled by the cached information in the cluster.

Taking a MANET with 100 nodes and r0 = 0.25 as an

example, from Fig. 2 we can see that with high probability

(over 0.95) a node will have degree greater than 5. It implies

the probability of forming a cluster with more than 5 nodes is

at least 0.95. If we can tune the expiration period to get an EI

Ratio of roughly 0.1 for a specific resource, we can expect

that, with high probability, the cache hit ratio is over 40% for

this resource.

Having the probabilistic lower bound on the caching

performance as our design basis, we now move on to the

protocol design of the proposed MRDP.

3.3 Dynamic information cluster formation

Based on the theoretical foundation provided in Sect. 3.2,

we propose algorithms to dynamically group mobile nodes

in a MANET. Instead of proposing a specific cluster for-

mation algorithm and hoping it would result in good per-

formance under various situations, we adopt a more

generalized approach. Specifically, we do not set restric-

tions on how the clusters should be formed. We only

require that there exist a geometric relation between cluster

heads and members. That is, cluster heads and members are

n-hop neighbors and form a connected component. Cluster

heads are selected based on some grades that are measured

by each node. The measurement of grades can be network-

dependent. For instance, in a MANET with unstable links,

the grade can be a measurement of link quality. Nodes with

best link quality will become the cluster heads in order to

have more stabilized clusters. In a MANET with low node

mobility, the grade can be node degree. As a result, the

nodes with the most number of neighbors will become the

cluster heads and larger clusters can be constructed. Novel

metrics such as information density [19] can be used as

grades to facilitate the resource discovery process as well.

The proposed cluster formation algorithm is similar to the

cluster formation algorithm in [20]. We evolve the algorithm

to adapt to the needs for resource discovery. In the process of

forming dynamic information clusters, every node can be in

one of the following states: Unknown, Member, or Head.

The radius of the cluster is RADc hops from the cluster head.

Each node also has a countdown timer whose maximum

value is TIMER_MAX seconds, and broadcast a Hello

Message (HM) every HELLO_INTERVAL seconds with

Time-To-Live (TTL) field set to one. The HM contains the

UID, the state of the sender, and the network-dependent

grades that is used to determine whether the nodes should

become cluster heads. It also contains all of the neighbor

information as well as the cluster information that the sender
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knows, including nodes within RADc hops and cluster heads

within (2 9 RADc ? 1) hops. The range for cluster head

information is larger because the maximum distance

between the cluster heads of two clusters of radius RADc is

(2 9 RADc ? 1). This allows cluster heads to know how

and where to contact their neighbor clusters. Sending rate of

the HM can be adaptively changed according to the mobility

pattern of the nodes. In a highly mobile environment, the

sending frequency of the HM can be higher in order to obtain

accurate node information. On the other hand, if nodes

barely move, the sending frequency of the HM can be tuned

lower to save network resources such as bandwidth and node

energy. Like other cross-layer approaches, the HM can also

be integrated with network-layer or link-layer beacon

messages.

Algorithm 1 shows how a node handles incoming HMs.

Upon hearing a HM, a node will store the UID and the state

of each node the HM carries in its Neighbor Table. The

grades of each node are also recorded. The node then

checks the state and grade of each entry, and performs

different procedures depending on the state of itself. When

an Unknown node learns that there is a Head node within

RADc hops, it changes its state to Member to join the

cluster represented by this cluster head. If a Head node

finds that there is another Head node with a better grade

within RADc hops, it starts its countdown timer. Finally, if

an Unknown node ni knows the existence of another

Unknown node nj within RADc hops and nj has a better

grade than ni, ni will restart its countdown timer from

TIMER_MAX.

Algorithm 2 shows the operations a node executes when

its countdown timer expires. Nodes in different states have

different process to do. A node in Unknown state changes

its state to Head. This implies that it has the best grade in

its vicinity. A Member node checks whether it is still

within RADc hops of any cluster head. If not, it changes its

state back to Unknown and attempts to join or form another

cluster. A Head node checks whether the other Head node

that caused its timer to start still exists within RADc hops. If

so, it changes its state to Member and becomes a cluster

member. This operation can avoid Head nodes to change

their states when other Head nodes move into their cov-

erage temporarily. Thus, it stabilizes the cluster structure.

Figure 4 demonstrates the cluster formation process. To

simplify our illustration, we use UIDs as the grades to form

clusters. We assume that all nodes are initially in Unknown

state, that is, no clusters have been formed yet. Note that

the design of the cluster formation algorithm can also work

correctly even when some Member and Head nodes exist in

the MANet already. The UID key space is 4-bit in length

(i.e. [0,15]) and RADc is set to one. All nodes are in

Unknown state in the beginning as shown in Fig. 4(a). They

exchange HMs and learn the existence of their neighbors.

The timers of the nodes with the best grades (smallest node

IDs) in their vicinity will expire first, which makes these

nodes change their states to Head (Fig. 4(b)). When the

Unknown nodes receive HMs from the Head nodes and

learn that they are under the coverage of at least one Head

node, they change their states to Member and become

cluster members (Fig. 4(c)). It is also possible that a node

does not possess the best grade in its vicinity nor is it under

coverage of any Head nodes (Node 7 in Fig. 4(c), for

example). After the timer of this node expires, it will also

change its state to Head (Fig. 4(d)). Eventually, all nodes

are either in Head or Member state and clusters are formed

(Fig. 4(e)).

Algorithm 1 Upon Hello Message Reception

1: procedure RECVHELLOhm

2: for each neighbor entry e in hm

3: AddEntry(e.addr, e.hop_dist, e.state, e.grade)

4: if e.state = Head and e.hop_dist \ RADc then

5: if me.state = Unknown then

6: me:state Member

7: else if me.state = Head and e.grade is better than

me.grade then

8: StartTimer()

9: end if

10: else if e.state = Unknown then

11: if me.state = Unknown and e.grade is better than

me.grade then

12: RestartTimer()

13: end if

14: end if

15: end for

16: end procedure

Algorithm 2 When Timer Expires

1: procedure TIMEREXPIRE

2: if me.state = Unknown then

3: me:state Head

4: else if me.state = Member then

5: if no Head exists within RADc hops then

6: me:state Unknown

7: end if

8: else(me.state = Head)

9: if the Head with a better grade still exists within RADc hops

then

10: me:state Member

11: end if

12: end if

13: end procedure
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3.4 Consistent hashing

To facilitate the resource discovery process, each infor-

mation cluster utilizes the consistent hash function [21] to

cache and search resource information among the nodes in

the cluster. Note that other DHT algorithms [2–4] are also

applicable. Consistent hashing is chosen here because it is

simple to implement. Every Head node treats all the

M )

1 (Head)

3 (Head)

5 (Member)

11 ( ember

8 (Member)

9 (Member)

14 (Member)

6 (Member)

7 (Head)

13 (Member)

(a) (b)

(d)(c)

(e)

Fig. 4 Dynamic cluster formation
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Member nodes within RADc hops as its cluster members,

and uses their UIDs to form a cluster-local key space.

The one-way hash function that is used to generate UIDs

for nodes is now used to map resource information or

description strings to integers of the same length of m-bit as

UIDs. These m-bit integers will be used in the resource

discovery and caching process. We refer to the m-bit

integers generated by the one-way hash function as the

information keys.

The consistent hashing function takes an information

key as input and maps it to one of the UIDs in the cluster-

local key space. The consistent hashing first sorts the UIDs

to be mapped in increasing order and form a circular

linked-list. That is, the last element of the sorted list links

to the first element. Assuming there are n UIDs sorted in

increasing order and the key space is m-bit in length, the

consistent hash function maps the input information key

k to the nearest UID i in the key space using modulo

operations. In consistent hashing, i is defined as the

smallest UID that is greater than or equal to ðk mod 2mÞ.
If ðk mod 2mÞ is greater than the largest UID of the n UIDs,

i is defined as the smallest UID. The consistent hash

function has a nice property that when UIDs of the cluster-

local key space changes, only a small fraction of infor-

mation keys need to be re-mapped. This property is crucial

for MANETs where topology changes happen frequently.

Let’s take the upper left cluster of Fig. 4(e) as an example.

Figure 5 depicts the operations of the consistent hash

function. Assuming a resource R1 is found and its infor-

mation key is 10. To insert R1 into this cluster-local key

space, the consistent hash function will map it to node 14

because node 14 is the first node that has an UID greater

than or equal to ð10 mod 24Þ. Similarly, following the same

procedure, resource R2 and R3 will be mapped to node 6

and node 1, respectively.

3.5 Resource discovery and caching

To achieve the probabilistic lower bound derived in Sect.

3.2, we propose protocols for resource discovery and cach-

ing based on the dynamic cluster formation and consistent

hashing algorithms discussed above. Initially, all nodes

know nothing about each other. The only way to perform

resource discovery is through broadcasting/flooding. Thus,

here we first assume that some sort of resource discovery has

been made and the nodes have partial knowledge on the

resource information. Figure 6 shows the flow charts of the

proposed MRDP. When a user wants to find a specific

resource, the user packs the resource description along with

the information key used to represent the description in a

Resource Request packet. The user then sends the packet to

the head of the cluster the user belongs to. When a Head

receives the Resource Request, it uses consistent hashing to

map the information key in the packet to one of its Member

nodes. It then relays the Resource Request to the mapped

node to see whether it has cached the requested resource

information before. Finally, when the mapped Member node

receives the Resource Request, it checks its own resource

database. If the requested resource information is found, it

sends back a Resource Reply containing the resource

information. Otherwise, it sends back a Resource Reply

without resource information, indicating that no resource

information is found and the required resource is not cached

in the cluster.

If the user receives a Resource Reply which indicates

that no resource information is found in the local cluster, it

sends out another Resource Request which is then broad-

cast to all nodes. Each node that receives the Resource

Request will check whether it has the requested resource

information. Eventually, the user will receive a Resource

Reply if the requested resource exists in the MANET. After

assuring the availability and correctness of the requested

resource, the user sends out a Resource Publish packet to

the user’s cluster head, which contains the resource infor-

mation and the information key of the resource informa-

tion. Similar to Resource Request, the Head uses consistent

hashing to map the resource information to a Member node

and relays the packet to that Member. The Member that

receives the Resource Publish then caches the resource

information in its database for a period of time. Later, when

other users in the cluster wish to access the same resource,

their requests may be fulfilled locally and the wide-area

broadcasting can be avoided.

5 (Member)

1 (Head)

8 (Member)

14 
(Member)

6 (Member)

1

3

2

Fig. 5 Illustration of the operations of the consistent hash function
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As discussed in Sect. 3.2, the resource information is

cached by using soft state. When a resource information is

not accessed for EXPIRE_PERIOD seconds, it will be

removed from the cache. A popular resource will be

updated frequently. Thus, it can stay in the cache for a long

period of time. There are two advantages of using soft state

to store resource information. First, resource providers do

not need to periodically update their resource information

to the whole MANET. The updates of resource information

are automatically done by users that access the resource.

Thus, less network resources are consumed. Secondly,

frequently used resources will stay in the cache for a long

period of time, and resources that are not popular will be

removed quickly. This leads to more efficient use of nodes’

storage space. Because we are concerning large scale

MANETs, the number of resource information could be

large. Caching the resource information permanently

would consume too much memory and energy for mobile

nodes.

4 Performance evaluation

This section presents the performance comparison of the

proposed MRDP with other approaches. First, we would

like to know how the proposed MRDP performs comparing

with the basic flooding/broadcast approach. Moreover, it is

of our interests that whether the proposed MRDP can be

more efficient than pure DHT-based approaches. In our

literature survey, we found that Ekta [6] and VRR [7] are

two mechanisms that share similar goals as ours. Ekta is a

resource discovery mechanism that is based on cross-layer

DHTs. VRR is a DHT-based routing protocol that is

built upon the link layer. Thus, resource discovery using

physical layer flooding, layered DHT approach, Ekta, and

VRR are chosen as comparison bases. The comparison is

done by using ns-2. The parameters used in our simulations

are listed in Table 1.

In MRDP, we use the SHA-1 to generate 160-bit integer

UIDs for mobile nodes from their IP addresses. Informa-

tion keys are also generated by the SHA-1. For demon-

stration purpose, we choose the UIDs as the grades to form

clusters. The nodes with smaller UIDs in their vicinity will

become cluster heads. Because many ad-hoc routing pro-

tocols utilize periodical beacon messages to assure inter-

node connectivity, we can incorporate our HM into these

Fig. 6 Flow charts of MRDP:

a flow when a node receives a

Resource Request. b flow when

a node receives a Resource

Reply

Table 1 Default parameters used in simulation

Transmission range 250 (m)

Carrier sensing range 550 (m)

Mobility model Semi-Markov Smooth

Moving speed 2–5 (m/s)

Mean pause time 60 (s)

Propagation model Two ray ground

MAC protocol 802.11b

Ad-hoc routing protocol AODV

Simulation area 1,000 x 1,000 (m)

HELLO_INTERVAL(AODV) 2 (s)

TIMER_MAX 10 (s)

EXPIRE_PERIOD 90 (s)
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beacon messages to reduce control overhead. In our

simulations, we embed the HM in AODV’s periodical

beacon messages. For the layered DHT and cross-layered

DHT approaches, we also embed necessary node infor-

mation in AODV’s beacon messages in order to provide a

fair comparison. The DHT we choose is Chord [1], which

is a DHT implementation based on consistent hashing. For

the layered approach, Chord is implemented on top of the

AODV routing protocol. We utilize its DHT to perform

resource advertisement and discovery. For the cross-

layered approach, we utilize node distance information

provided by AODV and select DHT routing table entries

for Chord based on the physical distances between nodes.

In Chord, to shorten the DHT routing path, the whole node

ID space is divided into several segments. The protocol

stores one node in each segment as routing entries which

are called fingers. Thus, for the cross-layered approach,

when selecting fingers for the Chord DHT, it takes into

account not only proper prefix of node ID, but also physical

distance.

In simulation, the movement of nodes follows the Semi-

Markov Smooth (SMS) model [22]. In the SMS model,

node movement follows four consecutive phases: Speed

Up, Middle Smooth, Slow Down, and Pause. The SMS

model is chosen because it is a better realization of node

mobility, comparing with conventional mobility models

such as Random Waypoint or Random Direction. In the

SMS model, given that initial node positions and moving

directions are independently uniformly distributed on

[0, 1)2 9 [0, 2p), the location and moving direction of

nodes remain uniformly distributed all the time [22].

4.1 Performance metrics

4.1.1 Reply-to-query ratio (RQR)

The RQR represents the probability that a user correctly

receives a Resource Reply in response to a Resource

Request the user sent. Let Nq be the number of queries sent,

and Nr be the number of correct replies received. The RQR

is measured as RQR ¼ Nr

Nq
on a per user basis.

4.1.2 Cache-to-reply ratio (CRR)

The CRR represents the probability that a resource reply

comes from a local cache in the local cluster that the

requester belongs. Higher CRR means less packets are

transmitted during the resource discovery process. Thus

less network resources are consumed. Let Nc be the number

of replies obtained from local cache. The CRR is measured

as CRR ¼ Nc

Nr
on a per user basis.

4.1.3 Query response time (QRT)

The QRT is measured as the time difference between the

transmission of the first request packet and the reception of

the first correct reply packet.

4.1.4 Message overhead

We define message overhead as the number of control

packets generated per resource request by the resource

discovery protocol during the resource discovery process.

4.2 Impact of cluster radius

Bigger cluster radius potentially will reduce the message

overhead of MRDP. In the extreme case where the cluster

radius is so large that there is only one cluster head in the

MANET, the cluster head will behave like a centralized

server. Under such condition, the control message over-

head would be reduced because the single cluster head

has all the node information in the MANET. Therefore,

resource discovery and caching messages can be delivered

to the most appropriate node in a direct manner. However,

having only one cluster head creates several drawbacks. This

centralized approach does not fit into the dynamic nature of

MANET. It results in performance bottleneck. It also creates

a single point of failure. Besides, the failure of the cluster

head will bring down the entire MANET.

Figure 7 shows the simulation results of the RQR

as a function of RADc. The degradation of the RQR when

RADc grows results from the aforementioned drawbacks of

having large cluster radius. As depicted in the figure,

smaller cluster radius is more favorable in terms of RQR.

Smaller cluster radius is also more robust because the

failure of a specific cluster head only affects a small portion

of the nodes in the MANET. Therefore, we will emphasize

on scenarios of clusters with 1-hop radius in the rest of the

paper.
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4.3 Impact of node mobility

The five different approaches of resource discovery are

compared under different level of node mobility. Mean

node pause times of 0, 60, and 120 are selected to represent

high, medium, and low node mobility, respectively.

We generate 10 different traces of the SMS mobility

model, each with 100 nodes and 2-5 m/s of moving speed.

The other simulation parameters are set as that shown in

Table 1. In each run of the simulation, one resource is

generated randomly on one node. Other nodes send queries

for the resource with exponentially distributed mean inter-

arrival time of 180 s. Simulations of each type of mobility

are carried out on each of the 10 mobility traces. We record

the results after all the protocol structures are stationary.

The results discussed below are averages of the 10 traces.

Figure 8(a) shows the RQR of the five approaches.

Figure 8(b) shows the message overhead in terms of

number of packets generated per resource request. For the

five approaches, it is observed that the RQRs are negatively

related to the message overhead. The RQRs of MRDP and

Broadcast are above 0.95. VRR has slightly lower RQRs in

high mobility scenario, and comparable RQRs in low

mobility scenario. This degradation of RQRs of VRR in

high mobility scenario is due to DHT path breaks. Layered

chord generates excessive amount of messages and tre-

mendously degrades the network performance. Thus, it has

the lowest RQR. Ekta improves message overhead because

of its better forwarding path of requests. However, its

message overhead is still higher than the overheads of

MRDP, VRR and Broadcast approach.

We identify the message overhead generated by each

protocols as two parts: the overhead of protocol mainte-

nance and the overhead of message forwarding. The

overhead of protocol maintenance includes overhead

caused by cluster formation in MRDP, DHT construction

and updates in Layered Chord and Ekta, and DHT routing

table setup and repair in VRR. The Broadcast approach has

no overhead of protocol maintenance. The overhead of

message forwarding refers to all messages generated by

resource queries, replies, and forwarding. Layered Chord

and Ekta have large amount of message overhead mainly

due to its protocol maintenance. Because they maintain

network-wide of DHTs, vast number of messages needs to

be generated periodically in order to ensure the correctness

and accuracy of the DHTs. Although Ekta has lower

overhead of message forwarding comparing with Layered

Chord, its overall message overhead is still considered a

huge burden for the network. On the other hand, the

Broadcast approach has no overhead of protocol mainte-

nance at all, but its overhead of message forwarding is the

largest among the five approaches. VRR, as a routing

protocol, has moderate overhead of protocol maintenance.

Message forwarding does not cause much overhead in

VRR since routing paths are maintained periodically.

However, because routing in VRR is based on DHT rather
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than physical distance, messages may follow sub-optimal

routes. Thus, the average path length in VRR may be

substantially longer than other MANET routing protocols

such as AODV. The benefit of dynamic cluster and small-

scale DHT can be demonstrated here. The combination of

dynamic clusters and small-scale DHT can achieve a bal-

ance between the two types of message overhead, and

efficiently reduce the impact to the network performance

caused by message overhead. The node mobility has little

effect on the performance of the five approaches. In gen-

eral, lower node mobility improves the RQRs and

decreases message overhead. However, the relative per-

formance differences of the five approaches do not vary

much.

Figure 8(c) illustrates the QRT of each approach. Lay-

ered Chord has the largest QRTs due to its imperfect for-

warding path when doing resource request. Ekta has the

best QRTs because it has optimized forwarding path.

MRDP, VRR and Broadcast has comparable QRTs.

The QRT of MRDP is a combination of two conditions.

The first one is smaller, in which case a cache hit happens

in the local cluster. The second one is when cache miss

happens and network-wide broadcast is performed, which

is just like Broadcast. The actual result of the QRT of

MRDP is determined by the CRR. Figure 8(d) shows the

CRRs of MRDP in each mobility scenario. With resource

information expiration time being set to 90 s and mean

inter-arrival time of resource requests being set to 180 s,

the CRRs are around 0.78 in all three scenarios. This means

more than 70% of resource requests can be fulfilled by the

cache in the clusters that the senders of the requests belong

to. The CRR value determines not only the QRT, but also

the overhead of message forwarding. In general, we would

like the CRR value as high as possible to reduce both the

QRT and message overhead.

4.4 Impact of network size

In Fig. 9, we fix the mean pause time of nodes at 60, and

vary the number of nodes in the network. Four different

sizes are evaluated: networks with 50, 100, 150, and 200

nodes. Similarly, we generate 10 traces of the SMS

mobility model for each scenario. Rest of the simulation

setup and parameters are the same as those in previous

section.

Figure 9(a) shows the RQRs of the five approaches

under different network sizes. Figure 9(b) shows the mes-

sage overhead. The negative relation between the RQR and

the message overhead is even more clear here. When the

network size grows large, the message overhead requires to

maintain the DHTs also grows. It can be observed that for

the Layered Chord, the message overhead has greatly

exceeded the network capacity in large networks. Besides,

its RQR drops to an unacceptable value. Ekta has better

performance than Layered Chord, but its RQR still drops

largely when the network size grows large, mainly due to

its excessive message overhead. Both Layered Chord and

Ekta generate large number of messages due to their needs
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for network-wide DHT maintenance. Their overhead of

protocol maintenance in the 150-node and 200-node cases

has grown beyond the network capacity and results in

packet lost and RQR degradation. The message overhead

of the Broadcast, though not as huge as Layered Chord and

Ekta, also grows proportionally to the network size. Slight

drops in RQR can be observed for the Broadcast in the 150-

node and 200-node cases, which indicate the effect of

increased message overhead. The message overhead of

VRR is also proportional to the network size. However, the

overhead caused by VRR does not exceed the capacity of

the network. Hence, degradations in RQRs is not obvious

for VRR. MRDP has the best performance in terms of RQR

and message overhead. From the results, we can see that

the overhead of protocol maintenance dominates the total

message overhead of Layered and Ekta. When trying to

utilize the advantages of DHT in MANETs, the first chal-

lenge is to reduce the message overhead. The advantage of

MRDP can be seen here. The design of MRDP can effi-

ciently reduce the amount of traffic generated and make it

insensible to network size. This makes MRDP suitable to

be deployed in large scale MANETs.

Figure 9(c) shows the QRT of the five approaches.

Figure 9(d) shows the CRR of MRDP under different

network size. Because Layered Chord and Ekta forward

resource requests according to network-wide DHTs, the

size of the network has far more influence on their QRTs.

For Layered Chord, the QRT grows faster than MRDP,

VRR and Broadcast when the network size grows large.

For Ekta, the interworking between AODV and Chord

successfully decreases the length of the forwarding path.

Thus, even its QRT grows when network size becomes

larger, it still has the smallest QRT. However, following

the trend of growth, we believe there exist a point beyond

which the QRT of Ekta exceeds that of MRDP, VRR and

Broadcast. As a routing protocol, VRR has advantages in

terms of QRT. However, as we mentioned earlier, VRR

may construct sub-optimal routing paths because of its

DHT-based routing table. Thus the QRT of VRR grows as

network size increases. The growth is in an acceptable

range, and does not influence its performance much. With

CRR of around 0.78, the QRT of MRDP, VRR and

Broadcast are comparable.

From the results, it is observed that Broadcast is the

simplest and most efficient way to perform service dis-

covery in MANET when the network size is small. How-

ever, as the network size grows, the message overhead

caused by flooding would paralyze the network. VRR and

MRDP perform especially well in large networks because

of the use of node clustering and DHT-based routing.

Generally speaking, VRR and MRDP have comparable

performance in all scenarios. However, as a resource dis-

covery mechanism, MRDP is easier to implement and

deploy than VRR. To deploy VRR, a new routing module

has to be inserted to replace the original routing protocol.

Moreover, conversion mechanisms between existing rout-

ing protocol and VRR may be needed for old applications

that are built upon existing routing protocols. On the other

hand, MRDP can be deployed directly upon existing

routing protocols. No modifications are needed to the

system. MRDP can work as a standalone process that

serves the needs for resource discovery.

4.5 Impact of resource request rate

Because the CRR has great impact on the performance of

MRDP, we would like to know the behavior of the cache

mechanism when the resource request rate varies. In Sect.

3.2 we have derived probabilistic bounds on the CRR.

In this section, we vary the resource request rate and

conduct simulations under different node mobility and

network size to verify the probabilistic bounds we derived.

The simulation settings are identical to the previous sec-

tions. We control the resource request rate in terms of the

EI ratios defined in Sect. 3.2. Specifically, with EXPIR-

E_PERIOD fixed at 90 s, we control the mean inter-arrival

time of resource request to simulate different rates. The

mean inter-arrival times are exponentially distributed, and

the values we select are 900, 270, and 90 s. Thus the EI

ratios are 0.1, 0.3, and 1.0, respectively. Figure 10(a)
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shows the CRRs of each EI ratio under different node

mobility. Figure 10(b) shows the CRRs of each EI ratio

under different network sizes. Node mobility has little effect

on the CRRs, while increases in network size. The simulated

CRRs are slightly higher than the analytical bounds pro-

vided in Sect. 3.2. Because in our simulations we form

clusters based on their node IDs, the results are close to our

analysis above, which is based on uniformly distributed

nodes. The simulation results show that even with small

numbers of node and low EI ratio, the CRR is still above 0.5,

which demonstrates the effectiveness of constructing clus-

ter-local DHTs for caching resource information.

5 Conclusion

This paper presents the MRDP, a resource discovery pro-

tocol designed for large-scale MANETs. It is designed to

support efficient resource discovery with low message

overhead and stable performance over MANETs of various

sizes. Inspired by the structured P2P technologies, we

design a cache scheme that uses distributed hash tables to

reduce the number of messages needed to locate a resource.

Combining it with dynamic information clustering, high

percentages of resource discovery queries can be resolved

in local clusters. Thus it reduces the resource discovery

overhead. We have derived a probabilistic lower bound for

the performance of MRDP. The results indicate that with

high probability, the proposed MRDP can achieve good

performance in large scale MANETs. Also, simulation

experiments verify that the proposed MRDP has steady

performance in terms of resource information discovery

and caching. It can also minimize the network resources

consumption. Simulation results also indicate that VRR

and MRDP have comparable performance in terms of

resource discovery. However, MRDP is much easier to

implement and deploy comparing to VRR, which is one of

the main advantage of MRDP.
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