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Iterative Source-Channel Decoding Using Symbol-Level Extrinsic
Information

Chun-Feng WU†, Nonmember and Wen-Whei CHANG†a), Member

SUMMARY Transmission of convolutionally encoded source-codec
parameters over noisy channels can benefit from the turbo principle through
iterative source-channel decoding. We first formulate a recursive imple-
mentation based on sectionalized code trellises for MAP symbol decoding
of binary convolutional codes. Performance is further enhanced by the use
of an interpolative softbit source decoder that takes into account the chan-
nel outputs within an interleaving block. Simulation results indicate that
our proposed scheme allows to exchange between its constituent decoders
the symbol-level extrinsic information and achieves high robustness against
channel noises.
key words: iterative source-channel decoding, sectionalized code trellis,
extrinsic information

1. Introduction

With the rapid development of wireless and multimedia
communications, reliable transmission of speech and video
signals over band-limited noisy channels are becoming more
and more widespread. The basic strategy consists in using
a source encoder to extract characteristic parameters of the
source signals, which are then error protected by channel
codes. According to Shannon’s separation theorem [1], con-
ventional source coding schemes are usually designed in a
way that any knowledge about channel characteristics is dis-
regarded. Furthermore, in the development of channel codes
any possibly given source statistics is neglected. The source-
channel separation theorem might hold under impractical re-
quirements only demanding unlimited computational com-
plexity and infinite coding delay. These requirements can-
not be strictly met in a practical communication system with
limited block lengths. As a consequence, on the one hand,
residual redundancy remains in the set of source codec pa-
rameters after source coding and, on the other hand, residual
errors may exist in the bit sequence after channel decoding.
In order to provide a system of higher robustness against
channel noise, several paths have been taken toward the joint
design of source and channel coders. These methods in-
clude pseudo Gray coding [2], channel-optimized quantiza-
tion [3], source-optimized channel codes [4], and more re-
cently, exploiting the residual source redundancies [5]–[8].

In general, source encoders represent the source signal
by a small set of characteristic parameters taken from a finite
quantizer codebook, but due to block length constraints, the
quantizer indexes will still exhibit considerable redundan-
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cies. Such residual redundancy appears on parameter-level,
either in terms of a non-uniform distribution or in terms of
time-correlation between consecutive indexes. The residual
source redundancy can be used for enhancing channel de-
coding [5], [6] or for effective source decoding [7], [8]. In
[7], the quantizer-channel tandem is described as a discrete
hidden Markov model and the source decoding is formu-
lated in the form of a sequence-based approximate minimum
mean-squared error (SAMMSE) estimation problem. The
softbit source decoding (SBSD) algorithm in [8] processes
the soft channel outputs and combines them with source a
priori information to estimate the decoded output. The es-
timation is carried out for the quantizer indexes rather than
for single index-bits since the dependencies of indexes are
stronger than the correlations of the index-bits. The error
concealing capabilities of SBSD can be further improved if
channel coding algorithms add artificial redundancy at the
transmitter side. The entire system can be viewed as hav-
ing the residual source correlations as implicit outer channel
code that are serially concatenated with the inner explicit
channel codes. Using this interpretation, the concept of ex-
trinsic information from turbo decoding [9] can be adopted
for iterative source-channel decoding (ISCD) [10]–[13]. In
an ISCD scheme, the decoder is decomposed into two parts,
which can be identified as the constituent decoders for the
channel-code and source-code redundancies. According to
the turbo-principle extracting the extrinsic information from
one decoder and using it as additional a priori knowledge
in the other one is expected to improve the reliability of the
decoded signal step-by-step.

With respect to an implementation of ISCD it has to be
emphasized that the major part of the iterative process runs
on bit-level, but SBSD itself is realized on the parameter-
level. This is justified by the fact that in many practical
systems binary convolutional codes are utilized, so the soft-
output channel decoding can be implemented efficiently by
the BCJR algorithm [14]. It causes the problem that only
bitwise source a priori knowledge can be exploited by the
channel decoder, since the BCJR algorithm is derived based
on a bit-level code trellis. The technique how to combine the
source a priori knowledge on parameter-level with the ex-
trinsic information of the channel decoder on bit-level is not
widely common so far. In classical ISCD algorithms [10]–
[13], it requires the conversion of the index-probabilities to
bit-probabilities in each passing of the extrinsic information
between the two constituent decoders. This processing step
destroys the bit-correlations within an index, thus reducing
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the effectiveness of iterative decoding. The drawback can be
avoided if the extrinsic information due to the source-code
and channel-code redundancies are not treated separately
on different levels, but jointly on parameter-level. There-
fore, we focus on symbol-based trellis decoding algorithms
throughout this paper since in contrast to the classical BCJR
algorithm [14] a symbol-by-symbol decoding approach is
especially well suited to generate the reliability information
on the quantizer indexes. The first step toward realization is
to use quantizer indexes rather than single index-bits as the
bases for the soft-output decoding of a convolutional chan-
nel code. This is used in conjunction with sectionalized code
trellises to take advantage of the statistical a priori infor-
mation on index-basis. Furthermore, the source decoder is
different from the SBSD [8] in that besides the present and
past channel outputs, some future channel outputs belonging
to the same interleaving block are also evaluated to provide
additional reliability gains. For the purpose of applicabil-
ity, we derive a new formula that shows how the past and
future channel outputs can be transformed into the extrinsic
information utilizable for iterative decoding.

2. System Model

The transmission of continuous-valued, autocorrelated
source samples is considered. Figure 1 shows our model of
a transmission system. Suppose at time t, the input source
sample vt is quantized by the index ut that, after bit map-
ping, is represented by a bit combination consisting of M
bits. For notational convenience, the index ut is regarded as
an integer representing the decimal equivalent of a bitvector
(ut(0), ut(1), . . . , ut(M − 1)). The quantizer’s reproduction
level corresponding to the index ut = i is denoted by ci,
where i ∈ I = {0, 1, . . . , 2M − 1}. We can generally assume
that there is a certain amount of residual redundancy re-
maining in the index sequence due to delay and complexity
constraints for the quantization stage. In the following, the
time-correlations of the quantizer indexes are modelled by a
first-order stationary Markov process with index-transition
probabilities P(ut |ut−1). After source encoding a block of T
bitvectors, written as UT

1 = {u1, u2, . . . , uT } for brevity, are
interleaved by an interleaver Φ on a symbol-by-symbol ba-
sis. Such an interleaver permutes the input data block in M-
bit indexes, but does not change the order of the bits within
each index. The interleaved index sequence is denoted by
XT

1 = {x1, x2, . . . , xT }, where each index xt = Φ(ut) is asso-
ciated with a bitvector (xt(0), xt(1), . . . , xt(M − 1)). After-
wards the interleaved bitstream is encoded by a binary con-
volutional channel encoder prior to transmission. We con-
sidered a rate-1/2 systematic channel encoder whose out-
puts corresponding to each bit xt(m) are the systematic bit
xt(m) and the parity bit zt(m). These outputs are modu-
lated with a BPSK modulator and then transmitted over an
AWGN channel. The code-bits are assumed to be bipolar,
i.e., xt(m), zt(m) ∈ {−1,+1}. For notational convenience, the
code-symbol sequence YT

1 = {y1, y2, ..., yT }with yt = (xt, zt),
will refer to the sequence of pairs of systematic and parity

Fig. 1 Model of the transmision system.

Fig. 2 Symbol-based iterative source-channel decoding.

symbols. Let the possibly noisy received code sequence cor-
responding to YT

1 = (XT
1 , Z

T
1 ) be denoted by ỸT

1 = (X̃T
1 , Z̃

T
1 ).

At the receiver side, the decoder is designed to mini-
mize the mean squared error in signal reconstruction when
channel errors occur. For the concatenation of quantiza-
tion and channel coding, the turbo-like evaluation of resid-
ual source redundancy and of artificial channel-code re-
dundancy makes step-wise quality gains possible by itera-
tive decoding. As shown in Fig. 2, the receiver consists of
two constituent decoders with soft-inputs and soft-outputs
(SISO). For each iteration, the channel decoder processes
the received code sequence ỸT

1 and combines them with the
source a priori information to compute the extrinsic infor-
mation L[ext]

CD (xt) on individual systematic symbol xt. Goal
of the source decoder is to jointly exploit the channel infor-
mation and the source a priori information to compute the a
posteriori probability (APP) for each of possibly transmit-
ted quantizer index ut = i, which is denoted by P(ut = i|ỸT

1 ).
It also generates an extrinsic information L[ext]

S D (ut) which be-
comes additional a priori knowledge of the channel decoder
for the next iteration. Exchanging extrinsic information be-
tween two constituent decoders is iteratively repeated until
the reliability gain becomes insignificant. After the last iter-
ation, the APPs are combined with quantizer’s reproduction
levels to provide the signal estimates as follows:

v̂t =
∑

i

P(ut = i|ỸT
1 )ci (1)

3. SISO Source Decoding

The determination rules of extrinsic information of SBSD
has been derived in [12], but a slight modification is pro-
posed which allows a delay of T samples in the decoding
process. We have chosen the length T in compliance with
the defined size of an interleaving block. If on the basis of a
first-order Markov model time-correlation between consec-
utive indexes shall be utilized, then the entire history of re-
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ceived codewords Ỹ t
1 and possibly additionally given future

codewords ỸT
t+1 have to be considered as well. To advance

with this, we derive a forward-backward recursive algorithm
that shows how the past and future received codewords can
be transformed into extrinsic information utilizable in the
iterative decoding process. The basic strategy is to jointly
exploit the channel information, the source a priori infor-
mation as well as the extrinsic information from the channel
decoder. The APP for each of possibly transmitted index
ut = i, given the received code sequence ỸT

1 = (X̃T
1 , Z̃

T
1 ), is

given by

P(ut = i|ỸT
1 ) = P(ut = i, ỸT

1 )/P(ỸT
1 ). (2)

Since the received sequence is de-interleaved and then pro-
cessed by the source decoder, we have P(ut = i, ỸT

1 ) =
P(ut = i, ŨT

1 , Z̃
T
1 ), where ŨT

1 = Φ
−1(X̃T

1 ). These probabil-
ities can be further decomposed analogous to the SAMMSE
algorithm [7] by using the Bayes theorem as

P(ut = i, , ŨT
1 , Z̃

T
1 ) (3)

= P(ut = i, ŨT
1 )P(Z̃T

1 |ut = i, ŨT
1 )

= αu
t (i)βu

t (i)P(Z̃T
1 |ut = i, ŨT

1 )

where αu
t (i) = P(ut = i, Ũt

1) and βu
t (i) = P(ŨT

t+1|ut = i, Ũt
1).

Using the Markov property of the indexes and the memory-
less assumption of the channel, the forward and backward
recursions of the algorithm can be expressed as

αu
t (i) =

∑
j

P(ut = i, ut−1 = j, ũt, Ũ
t−1
1 ) (4)

=
∑

j

P(ũt |ut = i, ut−1 = j, Ũt−1
1 )

· P(ut = i|ut−1 = j, Ũt−1
1 ) · P(ut−1 = j, Ũt−1

1 )

= P(ũt |ut = i)
∑

j

P(ut = i|ut−1 = j)αu
t−1( j)

and

βu
t (i) =

∑
j

P(ut = i, ut+1 = j, ŨT
1 )/P(ut = i, Ũt

1) (5)

=
∑

j

P(ŨT
t+2|ut+1 = j, Ũt+1

1 ) · P(ũt+1|ut+1 = j)

· P(ut = i, ut+1 = j, Ũt
1)/P(ut = i, Ũt

1)

=
∑

j

P(ũt+1|ut+1 = j)P(ut+1 = j|ut = i)βu
t+1( j)

The MAP algorithm is likely to be considered too com-
plex for real-time implementation in a practical system. To
avoid the number of complicated operations and also nu-
merical representation problems, realizations of the MAP
algorithm in the logarithmic domain have been proposed in
[15], [16]. Goal of the classical log-MAP algorithm is to
provide us with the logarithm of the ratio of the APP of
each information bit being 1 to the APP of it being 0. In
this work, however, the use of a symbol-based ISCD scheme
implies that the reliability information should be defined for

the quantizer indexes in form of index APPs. Recognizing
this, we define the reliability of each nonzero index ut = i,
i = 1, 2, . . . , 2M − 1, with respect to ut = 0, by considering
log-likelihood ratio (LLR) of the following type

L(ut = i|ỸT
1 ) = log

P(ut = i|ỸT
1 )

P(ut = 0|ỸT
1 )
. (6)

This definition for the LLR values allows for easy conver-
sion between the a posteriori LLR values and index APPs.
The other LLRs are related to the corresponding probabili-
ties in a similar fashion. For instance, the value i gives a pri-
ori information about the random variable ut with the LLR
in form of La(ut = i) = log[P(ut = i)/P(ut = 0)]. The con-
ditional LLR of the received value ũt at the channel output,
given that the index ut = i has been transmitted, is given by
Lc(ut = i) = log[P(ũt |ut = i)/P(ũt |ut = 0)]. Assuming an
AWGN channel with zero mean and variance σ2

n = N0/2Es,
the conditional probability density function (pdf) of ũt can
be formulated as

p(ũt |ut) =
∏M−1

m=0 p(ũt(m)|ut(m)) (7)

=

(
1√

2πσn

)M
exp
[
− Es

N0

∑M−1
m=0 (ũt(m) − ut(m))2

]
.

The next step is to reduce the large computational bur-
den complexity which is required for computing the loga-
rithmic values of the αu

t (i) and βu
t (i) terms in (3). This prob-

lem can be solved by using the Jacobian logarithm function
[15] defined by the property

log(eδ1 + eδ2 ) = max{δ1, δ2} + log(1 + e−|δ2−δ1 |). (8)

Then, for a finite set of real numbers {δ1, δ2, . . . , δn}, the log-
arithm of their sum can be computed recursively. Suppose
that the logarithm of Δl−1 =

∑l−1
j=1 eδ j with 1 < l ≤ n is

known, then

log(Δl) = log(Δl−1 + eδl ) (9)

= max{logΔl−1, δl} + log(1 + e−| logΔl−1−δl |).

For brevity, we use the following shorthand notation
max j

∗{δ j} = log(
∑l

j=1 eδ j ). By taking the logarithm of αu
t (i)

derived in (4), we obtain

α̂u
t (i) = logαu

t (i) (10)

= log P(ũt |ut = i) +max
j

∗{log P(ut = i|ut−1 = j)

+ α̂u
t−1( j)}

and similarly,

β̂u
t (i) = log βu

t (i) (11)

= max
j

∗{log P(ũt+1|ut+1 = j)

+ log P(ut+1 = j|ut = i) + β̂u
t+1( j)}.

An iterative process using the SISO source decoder as
a constituent decoder is realizable, if the a posteriori LLR
L(ut = i|ỸT

1 ) can be separated into four additive terms: the a
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priori LLR La(ut = i), the channel-related LLR Lc(ut = i),
and two extrinsic terms resulting from source and channel
decoding. In order to determine each of the four terms, we
rewrite (6) in log-likelihood algebra as

L(ut = i|ỸT
1 ) (12)

= α̂u
t (i) + β̂u

t (i) − α̂u
t (0) − β̂u

t (0)

+ log
P(Z̃T

1 |ut=i,ŨT
1 )

P(Z̃T
1 |ut=0,ŨT

1 )

= La(ut = i) + Lc(ut = i) + L[ext]
S D (ut = i)

+L[ext]
CD (ut = i)

where

L[ext]
S D (ut = i) (13)

= β̂u
t (i) +max

j

∗{log P(ut = i|ut−1 = j)

+α̂u
t−1( j)} − β̂u

t (0)

−max
j

∗{log P(ut = 0|ut−1 = j) + α̂u
t−1( j)}.

and

L[ext]
CD (ut = i) = log

P(Z̃T
1 |ut=i,ŨT

1 )

P(Z̃T
1 |ut=0,ŨT

1 )
(14)

A detailed derivation of (14) is presented in the Appendix.
The extrinsic LLR L[ext]

S D (ut = i) contains the new part of
information resulting from the source decoder by exploiting
the residual source redundancy. With respect to (12), the
extrinsic LLR can be separated according to

L[ext]
S D (ut = i) = L(ut = i|ỸT

1 ) − La(ut = i) (15)

− L[ext]
CD (ut = i) − Lc(ut = i)

which is used after interleaving as a priori information in
the next channel decoding round.

4. SISO Channel Decoding

For the transmission scheme with channel coding, a soft-
output channel decoder can be used to provide both esti-
mated bits and their reliability information for further pro-
cessing to improve the system performance. The commonly
used BCJR algorithm is a trellis-based MAP decoding al-
gorithm for both linear block and convolutional codes. The
derivation presented in [14] led to a forward-backward re-
cursive computation on the basis of a bit-level trellis dia-
gram, which has two branches leaving each state and every
branch represents a single index-bit. Proper sectionalization
of a bit-level code trellis may result in useful trellis structural
properties [17], [18] and allows us to devise SISO channel
decoding algorithms which incorporate parameter-oriented
extrinsic information from the source decoder. To proceed
with this, we propose a modified BCJR algorithm which
parses the received code-bit sequence into M-bit blocks and
computes the APP for each quantizer index on a symbol-by-
symbol basis. Unlike classical BCJR algorithm that decodes
one bit at a time, our scheme proceeds with decoding the

Fig. 3 Bit-level and merged trellis diagrams.

quantizer indexes as nonbinary symbols that are matched
to the number of bits in an index. By parsing the code-
bit sequence into M-bit symbols, we are in essence merg-
ing M stages of the original bit-level code trellis into one.
As an example, we illustrate in Fig. 3 two stages of the bit-
level trellis diagram of a rate 1/2 convolutional encoder with
generator polynomial (7, 5)8. The solid lines and dashed
lines correspond to the input bits of 0 and 1, respectively.
Figure 3 also shows the sectionalized trellis diagram when
two stages of the original bit-level trellis are merged to-
gether. In general, there are 2M branches leaving and enter-
ing each state in a M-stage merged trellis diagram. Having
defined the trellis structure as such, there will be one sym-
bol APP corresponding to each branch which represents a
particular quantizer index xt = i. For convenience, we say
that the sectionalized trellis diagram forms a finite-state ma-
chine defined by its state transition function Fs(xt, st) and
output function Fp(xt, st). Viewing from this perspective,
the code-symbol associated with the branch from state st to
state st+1 = Fs(xt, st) can be written as yt = (xt, zt), where
zt = Fp(xt, st) is the parity symbol given state st and input
xt.

We next applied the sectionalized code trellis to com-
pute the APP of a systematic symbol xt = i given the re-
ceived code sequence ỸT

1 = {ỹ1, ỹ2, ..., ỹT } in which ỹt =

(x̃t, z̃t). Taking the trellis state st into consideration, we
rewrite the APP as follows:

P(xt = i|ỸT
1 ) = C

∑
st

P(xt = i, st, Ỹ
T
1 ) (16)

= C
∑

st

αx
t (i, st)β

x
t (i, st),

where αx
t (i, st) = P(xt = i, st, Ỹ t

1), βx
t (i, st) = P(ỸT

t+1|xt =

i, st, Ỹ t
1), and C = 1/P(ỸT

1 ) is a normalizing factor. For the
recursive implementation, the forward and backward recur-
sions are to compute the following metrics:

αx
t (i, st) (17)

=
∑
st−1

∑
j

P(xt = i, st, xt−1 = j, st−1, ỹt, Ỹ
t−1
1 )

=
∑
st−1

∑
j

αx
t−1( j, st−1)γi, j(ỹt, st, st−1)
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βx
t (i, st) (18)

=
∑
st+1

∑
j

P(xt+1 = j, st+1, Ỹ
T
t+1|xt = i, st, Ỹ

t
1)

=
∑
st+1

∑
j

βx
t+1( j, st+1)γ j,i(ỹt+1, st+1, st)

and in (17)

γi, j(ỹt, st, st−1) (19)

= P(xt = i, st, ỹt |xt−1 = j, st−1, Ỹ
t−1
1 )

= P(st |xt−1 = j, st−1)P(xt = i|xt−1 = j)

· P(ỹt |xt = i, st).

Having a proper representation of the branch metric
γi, j(ỹt, st, st−1) is the critical step in applying symbol decod-
ing to error mitigation and one that conditions all subsequent
steps of the implementation. As a practical manner, sev-
eral additional factors must be considered to take advantage
of the sectionalized trellis structure and AWGN channel as-
sumption. First, making use of the merged code trellis, the
value of P(st |xt−1 = j, st−1) is either one or zero depending
on whether index j is associated with transition from state
st−1 to state st = Fs(xt−1 = j, st−1). The second term in
(19) is reduced to P(xt = i) under the assumption that xt is
uncorrelated with xt−1, which is indeed the case as xt is the
interleaved version of quantizer indexes. For AWGN chan-
nels, the third term in (19) is reduced to

P(ỹt |xt = i, st) (20)

= P(x̃t |xt = i)P(z̃t |zt = Fp(xt = i, st))

where the conditional pdfs for the received systematic and
parity symbols can be computed analogous to (7). Next,
the Jacobian logarithm is used for computing the logarith-
mic APPs and the corresponding logarithmic values of the
αx

t (i, st) and βx
t (i, st). By formulating the algorithm in the

log-likelihood algebra, we obtain

α̂x
t (i, st) = logαx

t (i, st) (21)

= max
st−1

∗{max
j

∗{α̂x
t−1( j, st−1) + γ̂i, j(ỹt, st, st−1)}}

and

β̂x
t (i, st) = log βx

t (i, st) (22)

= max
j

∗{max
st+1

∗{β̂x
t+1( j, st+1) + γ̂ j,i(ỹt+1, st+1, st)}}

and in (21)

γ̂i, j(ỹt, st, st−1) = log γi, j(ỹt, st, st−1) (23)

= log P(xt = i) + log P(st |xt−1 = j, st−1)

+ log P(x̃t |xt = i) + log P(z̃t |zt = Fp(xt = i, st)).

Goal of the SISO channel decoder is to compute the a
posteriori LLR for each systematic symbol xt = i, which
can be written as

L(xt = i|ỸT
1 ) = log

P(xt = i|ỸT
1 )

P(xt = 0|ỸT
1 )

(24)

= max
st

∗{α̂x
t (i, st) + β̂

x
t (i, st)}

−max
st

∗{α̂x
t (0, st) + β̂

x
t (0, st)}

Assuming a memoryless channel and channel encoding of
systematic form, this a posteriori LLR can be separated ac-
cording to Bayes’ theorem into three additive terms: a priori
term La(xt = i) = log[P(xt = i)/P(xt = 0)], the channel-
related term Lc(xt = i) = log[P(x̃t |xt = i)/P(x̃t |xt = 0)], and
an extrinsic term L[ext]

CD (xt = i). Substituting (21) and (22)
into (24) leads to

L(xt = i|ỸT
1 ) (25)

= La(xt = i) + Lc(xt = i) + L[ext]
CD (xt = i)

with the extrinsic LLR

L[ext]
CD (xt = i) (26)

= max
st

∗{β̂x
t (i, st) + log P(z̃t |zt = Fp(xt = i, st))

+max
st−1

∗{max
j

∗{log P(st |xt−1 = j, st−1)

+ α̂x
t−1( j, st−1)}}} −max

st

∗{β̂x
t (0, st)

+ log P(z̃t |zt = Fp(xt = 0, st)

+max
st−1

∗{log P(st |xt−1 = 0, st−1)

+max
j

∗{α̂x
t−1( j, st−1)}}}

With respect to an implementation of ISCD the a priori LLR
in (25) is initialized to be La(xt = i) in terms of the source
distribution P(xt = i). Within iterations the precision of the
APP estimation can be enhanced by replacing La(xt = i)
with the interleaved extrinsic LLR L[ext]

S D (xt = i) provided
by the SISO source decoder. Therefore, the extrinsic LLR
resulting from the channel decoding can be calculated by

L[ext]
CD (xt = i) = L(xt = i|ỸT

1 )−L[ext]
S D (xt = i)−Lc(xt = i) (27)

and is passed to the source decoder as new a priori informa-
tion for the next iteration. Finally, we summarize the pro-
posed symbol-level ISCD scheme as follows:

1. Initialization: Set the extrinsic information of source
decoding to L[ext]

S D (xt) = 0. Set the iteration counter to
n = 0 and define an exit condition nmax.

2. Read series of received sequences ỸT
1 and map all re-

ceived systematic symbols x̃t to channel-related LLR
Lc(xt).

3. Perform log-MAP channel decoding by an efficient re-
alization of (24) and then compute the extrinsic LLR
L[ext]

CD (xt) using (27).
4. Perform source decoding by inserting the de-

interleaved extrinsic LLR L[ext]
CD (ut) into (12) to com-

pute the a posteriori LLR L(ut |ỸT
1 ). Then, the extrinsic

LLR L[ext]
S D (ut) is computed by (15) and is forwarded to

the channel decoder as a priori information.
5. Increase the iteration counter n ← n + 1. If the exit

condition n = nmax is fulfilled, then continue with step
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6, otherwise proceed with step 3.
6. Compute the APP for each estimated index ut = i as

follows:

P(ut = i|ỸT
1 ) = eL(ut=i|ỸT

1 )/

2M−1∑
j=0

eL(ut= j|ỸT
1 ). (28)

7. Estimate the decoder output signals v̂t by (1) using the
index APPs from step 6.

5. Experimental Results

Computer simulations were conducted to compare the per-
formance of various ISCD schemes for transmission over
AWGN channels. First a bit-level iterative decoding scheme
ISCD1 [11] is considered for error mitigation using the
BCJR algorithm for soft-output channel decoding and as-
sisted with the bit reliability information provided by the
SBSD. For the ISCD1 scheme with bit interleaving, the
source correlation of quantizer indexes is not exploited so
that each received channel code-bit is independently de-
coded. Two approaches to symbol-level iterative decod-
ing, denoted by ISCD2 and ISCD3, are presented and in-
vestigated. They both applied a symbol interleaver and per-
formed log-MAP symbol decoding of binary convolutional
codes based on sectionalized code trellises. The source de-
coder in the ISCD3 is different from the SBSD of ISCD2
in that a total of T channel outputs within an interleaving
block are evaluated to provide additional reliability gains us-
ing an interpolation technique. Specifically, the index APP
to be computed for the interpolative SBSD is P(ut = i|ỸT

1 )
in (2), and P(ut = i|Ỹ t

1) for the SBSD. Following the work
of [11], the input signals were the first-order Gauss-Markov
sources described by vt = ρvt−1 + wt, where wt is a zero-
mean, unit-variance white Gaussian noise, with correlation
coefficients of ρ = 0.8 and ρ = 0.95. As indicated in [11],
a value of ρ = 0.95 can be found for scale factors deter-
mined in the MPEG audio codec for digital audio broad-
casting. On the other hand, ρ = 0.8 provides a good fit to
the long-time-averaged autocorrelation function of 8 kHz-
sampled telephone speech that is bandpass-filtered to the
frequency range of 0.3–3.4 kHz [19]. A total of 3000000 in-
put samples is processed by a scalar M-bit Lloyd-Max quan-
tizer. After natural binary encoding of the quantizer indexes
with M bits per index, the resulting bitstreams are divided
into blocks of 300 bits. Each of these blocks, consisting of
T = 300/M indexes, was spread by an interleaver and after-
wards they were encoded by a rate-1/2 recursive systematic
convolutional channel code with memory order ν = 2 and
generator polynomial G(D) = (1, (1 + D2)/(1 + D + D2)).

A preliminary experiment was first performed to ex-
amine the step-wise quality gains due to the turbo-like eval-
uation of channel-code and source-code redundancies. The
variation of parameter signal-to-noise ratio (SNR) as a func-
tion of the channel SNR Es/N0 for ISCD3 simulation of
Gauss-Markov sources with ρ = 0.95 and M = 3 is shown

Fig. 4 ISCD3 performance for Gauss-Markov sources with ρ = 0.95 and
quantizer rate M = 3.

in Fig. 4. One iteration consists of log-MAP channel decod-
ing followed by interpolative SBSD. Within the iterations
the curves obtained after the channel decoding process are
marked by an upper “+.” The lowest curve shows the exper-
imental results of a separate decoding scheme which applied
classical channel decoding and source decoding by hard de-
cision and table lookup. For the 0+-th iteration the log-
MAP algorithm for channel decoding with zero extrinsic in-
formation L[ext]

S D (xt) = 0 is carried out, resulting in a SNR
gain of 1.43 dB for a channel condition of Eb/N0 = −4 dB.
Next, the 1st iteration is completed, when in addition the de-
interleaved extrinsic LLR from channel decoding L[ext]

CD (ut)
is exploited in the source decoding process. Due to the
high correlation coefficient of ρ = 0.95, the parameter SNR
can further be improved by up to 9.04 dB. If the updated
L[ext]

S D (xt) is fed back to the channel decoder as additional
a priori information, one additional iteration improves the
performance by about 1.37 dB for Eb/N0 = −4 dB. We
see that a turbo-like refinement of the extrinsic information
from both constituent decoders makes substantial quality
improvements possible. The full gain in parameter SNR is
reached after three iterations. Figure 5 shows the SNR per-
formance for ISCD3 simulation of Gauss-Markov sources
with ρ = 0.95 and M = 4. The investigation further showed
that the improved performance achievable using ISCD3 is
more noticeable for higher quantizer rates. Compared to a
separate decoding approach, the maximum gain in parame-
ter SNR amounts respectively to 13.86 dB and 16.0 dB for
M = 3 and M = 4 at Eb/N0 = −4 dB.

To elaborate further, SNR performances of various
ISCD schemes were examined for Gauss-Markov sources
with ρ = 0.8 and ρ = 0.95. We provide results for experi-
ments on rate M = 3 and M = 4 Lloyd-Max quantizers in
Figs. 6 and 7, respectively. Three iterations of the algorithm
were performed by each decoder as further iterations did not
result in a significant improvement. The performances of
ISCD schemes were also compared with a non-iterative joint
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Fig. 5 ISCD3 performance for Gauss-Markov sources with ρ = 0.95 and
quantizer rate M = 4.

Fig. 6 SNR performance of different decoders for quantizer rate M = 3
and Gauss-Markov sources (ρ = 0.8, 0.95).

source-channel decoder (NIJSCD), which consists of a hard-
decision channel decoder followed by a SAMMSE source
decoder [7]. Compared with the NIJSCD, the better perfor-
mances of ISCD can be attributed to its ability to exchange
iteratively the reliability gains resulting from SBSD and
from channel decoding. The results also show the improved
performance achievable using symbol decoders ISCD2 and
ISCD3 in comparison to that of bit-based ISCD1. Further-
more, the improvement has a tendency to increase for worse
channel conditions and for more heavily correlated Gaus-
sian sources. This indicates that the extrinsic information
between two constituent decoders is better to be exploited
at the symbol level. The investigation further showed that
there is a considerable gap between the ISCD2 and ISCD3
schemes. The difference between them is due to the fact
that the ISCD2 only accounts for the past and current chan-
nel outputs through the knowledge of APP P(ut = i|Ỹ t

1). On
the other hand, the ISCD3 decoder takes into account not

Fig. 7 SNR performance of different decoders for quantizer rate M = 4
and Gauss-Markov sources (ρ = 0.8, 0.95).

Table 1 Complexity analyses of bit-level and symbol-level channel
decoders.

Scheme Variable Number of additions

Symbol-level α̂ 3N1 · (2M + 3N2) · 2ν · T
Decoder β̂ 3N1 · (2ν + 3N2) · 2ν · T

α̂ 3N1 · 2ν · T · M
Bit-level β̂ 3N1 · 2ν · T · M
Decoder Conversion

between bit and T · M · [6(2M−1 − 1) + 1]
index APP +2M+1 · T

only the past channel outputs but also a look-ahead of some
future channel observations belonging to the same interleav-
ing block.

Finally, we investigate decoding complexity of the
ISCD schemes working at bit and symbol levels. The dif-
ference between our channel decoding algorithm and the
known BCJR algorithm is the substitution of bit-level code
trellis by the sectionalized code trellis. The merging of M
stages of bit-level trellis results in fewer stages for the for-
ward and backward recursions, and consequently, less α̂x

t ’s
and β̂x

t ’s values need to be computed. On the other hand,
the merged code trellis has 2M branches leaving and enter-
ing each state, which requires more LLR values to be cal-
culated. Consider the computational complexity of the log-
MAP algorithm for symbol decoding of a rate-1/2 convolu-
tional code with memory order ν. Since three additions are
required to compute the Jacobian logarithm in (8), a total of
3N1 ·(2M+3N2) and 3N1 ·(2ν+3N2) additions are required to
compute α̂x

t ’s and β̂x
t ’s in (21) and (22), respectively, where

N1 = 2ν − 1 and N2 = 2M − 1. Table 1 gives the num-
ber of additions required for symbol-based log-MAP decod-
ing of convolutional codes. The complexity analysis of the
ISCD based on bit-level trellis is also included, taking into
account the additional complexity for converting the index-
level and bit-level extrinsic information from the constituent
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decoders. For the case of (T,M, ν) = (100, 3, 2), the symbol-
based channel decoder is about five times as complex as the
bit-based channel decoder.

6. Conclusions

In this paper we presented a new ISCD scheme which per-
mits to exchange between its two constituent decoders the
symbol-level extrinsic information. First a log-MAP symbol
decoding scheme is proposed to decode convolutionally en-
coded quantizer indexes over AWGN channels and is shown
to be superior to the bit-level trellis decoding algorithms.
Performance is further enhanced by the use of an interpola-
tive SBSD scheme that exploits a look-ahead of some future
channel outputs for better decoding in addition to the past
observations. Experimental results indicate that the pro-
posed symbol-level iterative decoding algorithm achieves
significant improvements in error robustness for quantiza-
tion of Gauss-Markov sources over AWGN channels.
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Appendix

In this Appendix we shall present a detailed derivation of
(14). The APP of a systematic symbol xt = i, given the
received code sequence ỸT

1 = (X̃T
1 , Z̃

T
1 ) can be decomposed

by using the Bayes theorem as

P(xt = i|ỸT
1 ) (A· 1)

= P(xt = i, X̃T
1 , Z̃

T
1 )/P(ỸT

1 )

= P(xt = i, X̃T
1 ) · P(Z̃T

1 |xt = i, X̃T
1 )/P(ỸT

1 )

= P(x̃t |xt = i, X̃t−1
1 , X̃

T
t+1) · P(xt = i, X̃t−1

1 , X̃
T
t+1)

· P(Z̃T
1 |xt = i, X̃T

1 )/P(ỸT
1 )

= P(x̃t |xt = i, X̃t−1
1 , X̃

T
t+1) · P(xt = i)

· P(X̃t−1
1 , X̃

T
t+1) · P(Z̃T

1 |xt = i, X̃T
1 )/P(ỸT

1 )

= C · P(x̃t |xt = i) · P(xt = i) · P(Z̃T
1 |xt = i, X̃T

1 )

where C = P(X̃t−1
1 , X̃

T
t+1)/P(ỸT

1 ). We rewrite (A· 1) in log-
likelihood algebra as

L(xt = i|ỸT
1 ) (A· 2)

= La(xt = i) + Lc(xt = i) + L[ext]
CD (xt = i)

with

L[ext]
CD (xt = i) = log

P(Z̃T
1 |xt=i,X̃T

1 )

P(Z̃T
1 |xt=0,X̃T

1 )
. (A· 3)

Since the de-interleaved sequence of L[ext]
CD (xt = i) is used by

the source decoder, we have

L[ext]
CD (ut = i) = log

P(Z̃T
1 |ut=i,ŨT

1 )

P(Z̃T
1 |ut=0,ŨT

1 )
(A· 4)

where ut = Φ
−1(xt) and ŨT

1 = Φ
−1(X̃T

1 ).
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