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Abstract—This paper presents an evaluation of several well- tion performance significantly. Examples of fast algorithms
known block-matching motion estimation algorithms from a are described in [2]-[6]. We choose six well-known algo-
system-level very large scale integration (VLSI) design viewpoint. rithms and analyze them in depth in this paper. They are

B traightf d block-matchi Igorithm (BMA) de- . o
mzieéusseaavsérr; '?arg%méﬁoun?cofrliégﬂgnaggggwer? (mam), fzst the exhaustive search, the three-step search, the modified log

algorithms have been developed. However, these fast algorithmsSearch, the conjugate direction search, the alternating pixel-
are often designed to merely reduce arithmetic operations without decimation search, and the subsampled motion-field search.
conﬁ_ldenng ther:r overall Pefformange in VLSI lmp|ement%t|'0nk- Although these algorithms are devised to use fewer arithmetic
In this paper, three criteria are used to compare various block- o ations they may need additional control circuits and
matching algorithms: 1) silicon area, 2) input/output requirement, .
and 3) image quality. A basic systolic array architecture is data buffers and thus may not lead to lower cost in VLSI
chosen to implement all the selected algorithms. The purpose of manufacturing.

this study is to compare these representative BMA's using the  The aforementioned algorithms are chosen not only because
glfg(r)?itwﬁg?r??grrﬁgtgfn?ﬁe-il;hhea %ﬂ;’:r’g?%%zg:g?g%?;igiegf ;hhiseof their popularity, but also because they are rather generic and
methodology and results presented here provide useful guidelines they repr_esept different ways of cutting down the comput{_:ltlon_.
to system designers in selecting a BMA for VLSI implementation. '€ decimation search reduces the number of data points in
each matching calculation, while the other searches try to
reduce the number of search points using different techniques
(explained in Section Il). There are many variations of these
algorithms. For example, we could compare the partial results

I. INTRODUCTION against a properly selected threshold and terminate the search-

N designing a very large scale integration (VLSI) chipnd process in the middle to save computation [22]. In addition,

there are tradeoffs among various chip cost and perfdfere exist many other block-matching algorithms (BMA's)
mance factors particularly from the system design vieWhat we cannot cover here. One structure worth mentioning
point [1]. Since the chip design and layout process is timé the hierarchical algorithm that performs a search first on a
consuming and expensive, it is very desirable to be adRrose grid and then on a denser grid [4], [5]. The hierarchical
to predict the overall system performance of a high-levéteps can be more than two. In a way, it is a variation
algorithm before its circuit layout is fully deployed. The focu®f a sequential search (like three-step search). Nevertheless,
of this paper is to discuss the impact of different blockhe analysis described in this paper can be applied to the
matching motion estimation (ME) algorithms on VLSI desigralgorithms not included here.
Because of the complexity of the entire motion estimation The hardware implementation of motion estimation algo-
system, decision in choosing one algorithm versus the othéhms can be classified into programmable video signal pro-
algorithms is often empirical and heuristic. For example, tiegssor (VSP) structures and dedicated (special purpose) struc-
previous motion estimator design often pays attention to orflyres. Programmable VSP structures [7]-[9] allow a higher
the processor complexity; however, the I/O bandwidth arttegree of flexibility; however, they often have a lower through-
the on-chip memory size are as important in determining tipeit rate, higher hardware cost [10], and generally require
manufacturing cost. additional software development effort. Using today’s fab-

Motion estimation is an essential element in a standard vidgoation technology, dedicated structures seem to be more
coder such as H.261, MPEG1, and MPEG2. A straightfoeconomical for mass production. Therefore, we consider only
ward implementation of a block-matching motion estimatiothe dedicated structure in this paper.
algorithm requires a large amount of hardware. Mdagt Typically, a specific motion estimation algorithm is first
block-matching algorithms have thus been devised to redutd@sen and then a specific hardware architecture is designed
the computational complexity without degrading the estim#er this chosen algorithm. For example, several hardware

M ot received September 30. 1996 revised J 31 1997 Tiirlnplementations are designed for the exhaustive search algo-
anuscript receive eptember , , revise anuary s . . .
work was supported in part by the National Science Council of R.O.C. uno‘aﬁqm [11]_[13] and a COUpIe of |mplementat|ons for the fast

Grant NSC86-2221-E-009-023. algorithms [14], [15]. Also, a few programmable architectures
The authors are with the Department of Electronics Engineering and Ce EB]_[ls] have been proposed and des|gned to Implement

for Telecommunications Research, National Chiao Tung University, Hsinc . .

Taiwan 300, R.O.C. oth the exhaustive and some selected fast search algorithms.

Publisher Item Identifier S 1051-8215(97)05884-9. Usually, these architectures require additional special control

Index Terms—Architecture mapping, block matching, motion
estimation, MPEG-2, systolic array.

1051-8215/97$10.001 1997 IEEE



742 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 5, OCTOBER 1997

circuit and memory management to set up data paths for TABLE |

different algorithms. MoTioN EsTiMATION PARAMETERS FORCCIR-601AND CIF PCTURES
hI.:orI a lSpe.CIrl:IC algorlt”hrc? s_uch ;s the sequegltlal (or:. hierar- Parameters Symbol | CCIR 601 CIT
chical) algorithm, a well-designed programmable architectur :

) alg < gned programma ; = Picture size Pyx P, || 720 x 480 || 352 x 288
could be rather efficient [18]. However, identifying tbptimal : -
VLSI design for every BMA of interest is a very difficult Picture rate fr 30 10
task. One possible approach is collecting all the existing Block size NN | 16x16 16 x 16
architectures and comparing them. For example, Pimstch Maximum search range w 47 Torl3
al. [10] has an excellent summary of the existing ME chips Number of blocks per second K 40500 3960

(but their analysis is focused on the comparison of different
implementations Even if following this approach, we are not
sure we could claim our choice for Algorithm A is aptimal  \ork in this paper.

as that for Algorithm B. Hence, a different approach is taken.

We choose a hardware structure as the common ground for

comparing all algorithms. Because of its regular layout, highll. BLOCK-MATCHING MOTION ESTIMATION ALGORITHMS

throughput rate, and massive parallel computing capability, Block-matching motion estimation is an effective method
systolic array is a very popular and good candidate structure reducing the temporal redundancy in video coding and
in designing motion estimation chips [11], [19]. Therefore, wghus is adopted by many video coding standards [2], [5]. The
also use the systolic array architecture as the basic buildipgsic operation of a block-matching algorithm is picking up
block in implementing various block-matching algorithms. the best candidate image block in the reference image frame
Our goal in this paper is evaluating block matching algay calculating and comparing the matching functions between
rithms from mainly the hardware viewpoint. We try to pointhe current image block and all the candidate blocks inside
out that the traditional measure of algorithms, the number afconfined area in the reference frame. The sizes of image
operations, does not match well the VLSI performance. Alsplock and confined area (so-calledarch are have a strong
the known fast algorithms have significant VLSI advantagéspact on the performance and the computational complexity
only for large search ranges and large size pictures. We do Béthe motion estimation results. A small size block offers a
intend to find thebestalgorithm and architecture combinationgood approximation to the moving object, but it also produces
in this study. We compare only algorithms using essentially tlelarge amount of redundant motion information data. Small
same basic hardware structure. Some of the above observatigine blocks are easily interfered by random noise. On the
were touched in the past, but we have not seen reports wifver hand, large size blocks may produce a less accurate
thorough studies. motion vector since a large block may contain two or more
The information contained in this paper may serve asabjects moving at different speeds and directions. Block sizes
reference or guide to system designers. Given a specific appli-8 x 8 or 16 x 16 are generally considered adequate from
cation (picture size, search range, etc.) a hardware desigegperiments, and thus the international video standards adopt
can start with a couple of the more promising algorithmge 16 x 16 block size, which is used in this study.
and tune the architecture/hardware layout for that specificTo decide an adequate search area is somewhat involved.
algorithm. An algorithm (and architecture) designer can alspdepends on both the contents of pictures and the coding
learn from this study what elements are more critical in a BMAystem structure. For video-phone applications, small pictures
for improving VLSI performance and thus designs algorithmend slow motion are expected, and thus the search range is
accordingly. Furthermore, this work is an attempt to propoggsumed to be small (around 7 or 15 pels). On the other hand,
a methodology in evaluating algorithms from both VLSInh MPEG coding, large pictures are expected and the temporal
implementation viewpoint and compression performance. distance between two predictive frames (P-frames) is often
similar study can be applied to the other block matchingreater than a couple of frames [20]. Hence, a large search
algorithms and other types of signal processing algorithmange (say, 47 pels) is necessary. In addition to block size and
On the other hand, our approach is limited by the varyirgearch range, picture size and frame rate also have a strong
efficiency of the proposed structure on different algorithm#npact on the VLSI cost.
However, our survey on the existing BMA VLSI structures In summary, the important parameters used in the following
indicates that this set of implementations should be able d@scussions are: i) picture size (horizontal and vertidal),P, ;
show the distinct advantages and disadvantages of varidiyipicture rate (frames/s)f,; iii) block size, N - N; iv) search
algorithms in VLSI implementation. range, w; v) external memory bus width, W; and vi) the
The rest of this paper is organized as follows. Section tlumber of image blocks per second which is derived from
describes the block-matching algorithms examined in thilse first three parameters( = (F,/N) - (P,/N) - f-. The
paper. Section Il discusses the systolic array structures fmrameters used in this paper are listed in Table | for CCIR-
the evaluated algorithms and their computational complexit§01 and common intermediate format (CIF) pictures. The
In Section IV, we look into the silicon cost and 1/O configuformer picture format is targeting at digital television (DTV)
ration issues for different algorithms in various applicationgpplications and the latter, video-phone applications.
Section V shows the simulation results of picture quality of Another important factor that affects the block-matching
the examined algorithms. Section VI briefly summarizes otiardware complexity is the matching criterion. To reduce com-
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putational complexity, the mean absolute difference (MADhe search range. In the first step, the algorithm compares and
criterion is adopted by almost all the VLSI designs in theelects the minimum SAD from the nine candidate locations
market and in the literature. It (MAD) provides a motioriocated on the corners and the midpoints of the square borders
estimation performance nearly comparable to the more compihe step size away from the center. The minimum point
cated matching criteria such as the mean square error [2], [Bgcomes the center of the next step. In the second step, the
Some fast search algorithms calculate the frame differencgep size is halved and eight new candidates located again on
only on the decimated pels (described in Sections II-E and the square borders are calculated. The new minimum point
F). For convenience, we thus define two ter8&D (sum of is obtained by comparing the SAD values of the new eight
absolute difference} referred to the ordinary MAD performedcandidates together with the previous minimum. The above
on every pel inside a block, an8DAD (sum of decimated procedure is repeated until the step size is smaller than one
absolute difference)s the MAD that applies to only the and the final motion vector is thus found. Unfortunately, unlike

decimated pels. That is, forw < w, v < w -1 the exhaustive search algorithm, the candidate points are data-
N1 N1 dependent—the current step result decides the to-be-evaluated
SAD (u, v) = Z Z AD (z, y, u, v) (1) search points in the next step. Therefore, each step has to be

220 =0 performed sequentially. In total, there dog, (w + 1) search
steps and +8 log, (w+1) SAD search points for each image
SDAD (u, v) = Z AD (z,y,u, v) (2 plock. It is clear that the number of search steps and points
(@, y)€decimation pattern must be an integer and thlisg, (v) denotes the least integer

greater than or equal tog, (y) in the rest of this paper.
AD (z, y, u, v) = |f(z, y, t) — flz —u, y — v, t — At)]

where f(z, 4, t) and f(z — u, y — v, t — At) are the pel C. Modified Log Search

values in the current block and in the reference (frame) block, This fast search algorithm is proposed by Kappagantula and
respectively(z, y) is the pel coordinate relative to the currenRao [22]. The procedure in this algorithm is similar to that of
block location(u, v) is the (backward) motion vector, adsk  the three-step search but each search step is broken into two
is the time difference (temporal distance) between the currenibsteps. In the first substep, five search points are evaluated.

and the reference frames. They consist of the central point of a diamond-shape region
The final motion vector is the one that minimizes the MARnd the four search points located one step size away from the
criterion central point along the horizontal and vertical directions. If

the minimum-SAD position is the central point, the step size
is halved and the above process is repeated again. Otherwise,
(3) one of the corner points is the minimum point and the second
substep is activated. Two additional search points located one
In general, we need? subtractions/N* absolute operations, step size away from the minimum point are evaluated. These
andN - (N —1) additions to compute one point of SAR, v). two new search points are located vertically if the first substep
For SDAD, all the aforementioned operations are reduced R¥nimum point is on the horizontal line. Otherwise, two
a factor determined by the chosen decimation pattern. In th§rizontal search points are used. The minimum among these
alternate pixel decimation algorithm described in this papghree search points becomes the center of the new diamond-
the reducing factor is four. For the/ values in the range shape region with a step size equal to half of the previous step
of interest such asV = 16, N(V — 1) can be reasonably sjze Then, the next search step starts. The above procedure
approximated byV?. The total number of operations needegontinues until the step size is smaller than one. The number
to compute the MAD criterion is an important attribute of apf SAD calculations in this algorithm varies depending upon
ME algorithm. In the rest of this section, we briefly describge |ocation of the final motion vector. However, we need to
the operations of the motion estimation algorithms examing@nsider the worst case situation in VLS| design, and thus
in this paper. there arel + 6 log, (w + 1) SAD operations for each block.

min {SAD (u, v) or SDAD(u, v)} —w <u, v <w-—1.

A. Exhaustive Search D. Conjugate Direction Search

The most straightforward searching algorithm is the ex-

Assuming that the search starts with the horizontal direction,

5 ) . )
and (2w +1)* two-term comparisons are calculated to find ths'fle first compute the SAD of three candidates located one next

best match. In o;her wgrds, its computational complexity {5 1o other. The center candidate is typically the zero motion
on the order ofw?, O(w?).

vector. Then, compare and select the minimum SAD from
these three values. If the minimum-SAD position is not the
B. Three-Step Search central point, it becomes the new center and the position imme-
This popular fast search algorithm is proposed by Keta diately next to it along the minimum-SAD direction is included
al. [21]. It starts with a step size slightly larger than half ofs the new candidate. The above procedure is repeated until
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Fig. 3. White and shaded blocks in the SAPD technique.

Fig. 1. Decimated patterns for computing SDAD.
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the minimum-SAD position is the central point or we hit the
search area boundary. In either case, the horizontal directig 4 Biock diagram of a general motion estimation chip.
is completed and we turn to the vertical direction. Starting

from the current minimum-SAD point, the same procedure is y }
applied to find the vertical minimum point. The number of !N the above procedurg2w + 1)% SDAD operations are

operations in this algorithm depends on the location of tfgeded for one block. In addition, four SAD operations are
final motion vector. In the worst case, there are+ 3 SAD calculated for the final motion vector selection. If the four SAD

operations for each block. When the search range very Qperations are neglec_ted for I_arge.search ranges, the computa-
large, its computational complexity is on the ordet.ofO(w), tional complexity of this algorithm is roughly a quarter of that

larger than that of the three-step search whose computatio?ifaihe exhaustive search. Hence, itS_ computational complexity
complexity is O(log, w). is O(w?), the same as the exhaustive search.

E. Alternating Pixel-Decimation (APD) Search F. Subsampled Motion-Field Search with Alternating

This algorithm is proposed by Liu and Zaccarin [24]PiXel-Decimation Patterns (SAPD)
It differs from the previous fast algorithms in that it tries This algorithm combines both motion field subsampling and
to reduce the calculations involved in each SAD operatidhe alternating pixel decimation (APD) techniques [24]. There
but maintains the overall motion estimation performance ate two stages. At the first stage, we estimate half of the motion
a comparable level. The basic concept is to decimate thectors using the previous APD technique. The locations of the
pels inside a block and compute the differences only on testimated blocks are indicated by the shaded blocks in Fig. 3.
decimated pels. This algorithm can be explained by usidg the second stage, the motion vector of a white block is
Figs. 1 and 2. Fig. 1 shows a block of»8 8 pels with pels calculated based on the four vectors of its adjacent shaded
labeleda, b, ¢, andd in a regular manner. The decimatiorblocks. For example, the motion vector assigned to the white
patternA is made of all thea pels. Pattern8, C, andD are block A in Fig. 3 is one of the motion vectors of blocBs C,
similarly defined. Fig. 2 shows the pels in (a portion of) th®, or E that gives the smallest SAD value.
search area. They are labelg®, 3, and4. For example, when In the original formulation [24], blocl&d could be used as a
a 1l pel is a motion vector candidate, patteknis used as the subblocko increase the motion estimation accuracy. However,
decimation pattern to pick up the pels in calculating SDADOn order to match the MPEG coding structure, blo&kin
Similarly, patternsB, C, and D are the decimation patternsthis paper has the size of the basic motion estimation unit,
for the candidates located at p@ls3, and4, respectively. For N - N. Thus, for a shaded blocK2w + 1)2/2 SDAD and
each of these four decimation patterns, the minimum SDAur SAD operations are needed to compute its motion vector.
candidate is retained. Then, for each decimation pattern, fheaddition, four SAD operations are needed for each white
full SAD is computed using all the block pels. The best amorgock. The total computational complexity of this algorithm is
them becomes the final motion vector. approximately reduced by a factor of eight in comparing with
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Fig. 5. Block diagram of the 2-D systolic architecture for block-matching.
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Fig. 6. Block diagram of the one-column systolic architecture.

the exhaustive search. But its computational complexity is stltcess image data directly from the external memory for it
O(w?), the same as the exhaustive search. results in a very high bus bandwidth requirement. In addition,
the search areas of nearby blocks overlap significantly; hence,
an internal reference-data buffer is introduced to relieve some

) ) ) of the external memory access. The block diagram of our
Several important factors have to be considered in choosipgtion estimation system with internal buffer is shown in

an algorithm for VLSI implementation, for example, i) chiprig. 4. The memory controller reads in the current and the
area, ii) I/0 bandwidth, and iii) image quality. We will discusseference image blocks from external DRAM and stores them
the first two factors in this and the next sections and thg the current-block bufferand the reference-frame buffer
third factor in Section V. In implementing block-matchingegpectively. In this paper, the 1/0 configuration is referred to
algorithms, the chip area can be approximated by as the number of I/0 pads and the I/O speed requirement which
is constrained by the external memory speed. The external
memory bandwidth depends on the size of the internal buffer.

where A, is the area used for the computation kernef his topic will be elaborated in Section IV.

Apuy is for the on-chip data buffer, andl., is for the ) ) )

system controller. Because of the massive local connectifn Mapping Algorithms to Architectures

and parallel data flow in the systolic array structure, a systemSystolic architectures are good candidates for VLSI real-

controller is needed to generate data addresses and fleation of block-matching algorithms with a regular search

control signals. Particularly, computing SAD requires specifirocedure [19]. A typical systolic array consists of local

ordering of data. Therefore, our system controller contains aannections only and thus does not require significant control

address generator and a data flow controller. circuitry overhead. In this paper, a basic systolic array archi-
Due to the very massive data used in computing motidacture is adopted for estimating the silicon area of various

vectors, it becomes impractical for the processor array bbock-matching algorithms. Its general structure is shown in

[ll. VLSI | MPLEMENTATION AND COMPLEXITY ANALYSIS

Atotal = Acp + Abuf + Actl (4)
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Fig. 5. The processor array (2-D array architecture) consists
of 16 x 16 processor elements (PE’s) or88 PE's if the
APD search technique is in use. If the number of PEs) {-— Substractor «w
is less than or equal to 16, then this system is reduced to - 1 -
one-column architecture as shown in Fig. 6. If the estimated
Npg is smaller than the size of a 2-D array but larger Absolute
than that of a 1-D array (one-column), we then use multiple

one-column circuits. In the multiple one-column structures,

independent data are processed by several one-column circuits

simultaneously. Similarly, multiple 2-D arrays are used when

Npg is several times larger than the size of a 2-D array. Four @)
types of computing nodes are used in this structure. Their
circuits are shown in Fig. 7. The subtraction, absolute value,
and partial sum addition in SAD or SDAD are performed by
the PE node. The summation operations are done by the ADD
nodes. The CMP nodes compare the matching criteria of the
candidates and select the minimum one. The AP node is used T
to execute the operations of both ADD and CMP when the |
speed requirement is not critical.

In the 2-D array structure, the current block data,
ek, D, k, 1 = 0,.--,15, are first loaded into each PE
node. Then, the reference block datd; + k, I), slide in
from the left. The calculation starts from the upper-left
corner of the processor array. During the first clock cycle,
the ¢(0, 0) node computes the absolute difference between
r(4, 0) and ¢(0, 0). The result passes to the PE node below.
During the second clock cycle, th&1, 0) node computes
the absolute difference betweefy + 1, 0) and (1, 0) and
adds its result to the partial sum propagated from above. In ©
the meanwhile, node(0, 0) computes the absolute difference
betweenr(i, 1) and ¢(0, 0), and nodec(0, 1) computes the L. L

Latch

Vector out [——

Comparc

absolute difference betweefi, 0) andc(0, 1). After 16 clock
cycles, the first partial sumE,?:O |r(i + k, 0) — <k, 0)]
is completed and placed into the left-most ADD node. In
the following clock cycle, this partial sum is passed to the
immediate right ADD node and added together with the
second partial sumz,lfzo [r(¢ + k, 1) — ¢k, 1)|. The total
sum (SAD) for the motion vector candiddte 0) is completed .
and propagated to CMP in the following 14 clock cycles. This sel
SAD is compared against the stored SAD resulting from the ()
previous comparls_on, and then the_sma”er one I,S keptin C'\|4|:g> 7. Schematic diagrams of PE, ADD, CMP, and AP node elements. (a)
for future comparison. The preceding computation procedwBck diagram of “PE” node, (b) block diagram of “ADD” node, (c) block
is repeated until all possible candidates are compared atigram of “CMP” node, and (d) block diagram of "AP” node.
the final motion vector is obtained. The one-column array
computation procedure is similar. Some algorithm variationke assigned PE nodes during the current clock cycle and
can be implemented with a small addition to the CMP nodthen propagated to successive PE nodes in the next clock.
For example, the CMP node can be modified to a two-stagte efficiency (EFF) of an array architecture is defined to be
structure that compares the calculated SAD with a preselectld ratio of the active operating time (of all PE’s) to the total
threshold value at the first stage and then performs the ordinagperating time (including the idling time for data loading).
comparison against the previous matched value. The searcfithe silicon area of the computation kernel used in this
process terminates if the calculated SAD is smaller thamchitecture can be approximated by
]tcgzutjt;(rfshold. Thus, we realize the “stopping in the middle Aoy = Nog - Apg + Napp - Aspp + Near - Aove - (5)

It is clear that an address generator is needed to generabtere Npg, Napp, and Novp are the numbers of PE, ADD,
the proper addresses to retrieve data, and then these data bade CMP nodes, respectivelpr is the silicon area of
to be distributed properly by a data flow controller (DFChne PE, anddspp and Acyp are similarly defined. In this
to the processor array at correct timing. Fig. 8 shows tlachitecture, the number of PE’s is decided by clock rate,
block diagram of DFC. The output data are broadcasted picture size, and search range. If one-column array is sufficient

Latch

Comparator

Register
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To:

—————— PE Amay ]

i
@ ®> |———— PEAmy2

Input |

Data .T'T‘—)
*ooe

[~ PE Array 3

...'..........!‘ a
0000000000000 006 —

Input Data From Address Generator

a(i+18,1)  a(i+18,0) ai16)  a(i,19) ai,1) a(i,0)
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*: The solid dot " @” represents a one-cycle delay element.

Fig. 8. Block diagram of data flow controller.

to process the data in time, it will be chosen to increase the loaded from the external memory down to the on-chip
utilization efficiency (EFF) of PE. Otherwise, the 2-D array iduffer for each block. As shown in Fig. 9(a), the newly loaded
forced into use. The PE numbe¥pr, is also restricted by the data size for the Type A buffer i&/ - (N + 2w) pels when
maximum system clock. To match the available IC fabricaticthe next block is on the same picture slice. For processing
technology, the maximum clock rate is assumed to be 10@e picture slice, we need to load the complete buffer at
MHz for DTV and 40 MHz for video-phone applications. the beginning of a slice; thus, the total external data access
Search areas of adjacent blocks overlap quite significantly.approximately(N + 2w)? + (P,/N — 1) - N - (N + 2w)
This overlapped area data can be stored inside the internal (pels if boundary block cases are neglected. Then, for the
chip) buffer to reduce external memory accesses (bandwidtltire picture, the total external data access is approximately
Three types of internal buffers for the exhaustive and the AP - (P,/N) - [(N + 2w)? + (P, /N — 1) - N - (N + 2w)] pels.
searches are under evaluation: i) Type A buffer whose sig#milar analysis can be carried over to the cases of Type B
equals to the search argady + 2w) - (N + 2w) pels; ii) Type and C buffers as shown in Fig. 9(b) and (c). The exact sizes
B buffer that has the size of one slice of search area; that &, Type B and C buffers depend on the search algorithms
the height of block (or subblock) times the width of searchnd will be discussed in the next subsection. Either one-
area,[(N + 2w)/D] - [N/ D] pels; and iii) Type C buffer that port or two-port on-chip memory can be used as the internal
has the size of a block or a subblogky/D) - (N/D) pels. buffer. The two-port buffer has the advantage of having higher
Note that the parametd? in the above expressions equals onprocessor utilization efficiency because data read and write can
for SAD calculation and equals two for SDAD (pel decimatiope executed in the same clock cycle. The drawback is it costs
technique). For the other search schemes, Type A and C buff@gre silicon area to implement.
are still meaningful. However, the Type B buffer defined here
does not always make sense for sequential searches. Therefore, ) )
we may modify the size and the function of the Type B buffé?- COmputational Complexity
when appropriate. Generally, we assume that the Type B buffein this section, we discuss the computational complexity
can hold the data needed for processing one search step. Téfishe motion estimation algorithms described in Section II.
in fact, in certain cases does not save either computationTdrere are two stages in loading the reference block data from
bus bandwidth as will be noted. the off-chip RAM to the systolic array. In the first or the
A picture frame containg, /N picture slices and each sliceexternal stage, data are moved from the off-chip RAM to
containsP;, /N blocks. In order to derive the /0O bandwidththe on-chip buffer, and in the second or timernal stage,
requirement, we first calculate the size of the new data data are moved from the on-chip buffer to the systolic array
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one picture size the systolic array after the previous search step is completed.
There is a gap (stuffing cycles) between two search steps. At
the beginning of a new search, it takd%g cycles to fill up

the entire systolic array and then two more cycles are needed
for the summation and comparison operations. Therefore, our
estimate of the stuffing cycles between the completion of the

current search step and the first output of the next search
step isNpg + 2. There are specific processing structures that

can shorten this gap [17]; however, we do not fine-tune our

structure for this purpose because our goal is not to design

T

[ ] ostice the optimal hardware architecture for any particular algorithm.
l:] o In reality, a couple of cycles should be added due to the
: type A buffer size i
- external stage delay, but they are small in nhumber and thus
. : newly loaded data for adjacent block are neg|ected_
_ block 1) Exhaustive SearchThe computational kernel of this
‘ algorithm needs to perform at leg&tw + 1)> SAD operations
@ in each block time. If we use only one PE, the clock rate

has to be higher than 93.57 GHz for encoding a CCIR-601
4:2:2 resolution picture with a search range of 47 pels. This
is impractical. Typically, the maximum clock speed is upper
bounded by the fabricating technology and the 1/O limitation.
To make our analysis more general, we assumeXaklHz
[ ]:type B buffer size clock being employed. The efficiency of systolic architecture
[ 7] : newly loaded data at next candidate line for the exhaustive search is nearly 100% because the input
) data flow is regular and can be arranged in advance. In this
case, the number of total PE operations per second is

onc scarch arca

one scarch arca

OPpyL = Nsap - N? K = 2w+1)2-N2. K (6)

where Nsap is the number of SAD operations for one image
block, andK is the number of blocks per second (in Table I).
[ - the same line of candidate point Thus, the number of PE nodes required in this structure under
]ty  buter size the maximum system clock constraint becomes

| : newly loaded at next candidate point NPE _ _ (7)
© X X

Fig. 9. The block diagrams of overlapped area for three types of buffers. (a)Here’ we assume that mUItIpIe COp,IeS of SySIO"C structures

Type A buffer, (b) Type B buffer size, and (c) Type C buffer. can be used. The actu&pgr value is rounded up to the

nearest multiple of 1% (2-D array) or 16 (1-D array). The

Th . involved h The first | exact number is determined by the picture size, search range,
processors. There are two issues involved here. The first is Y€, as to be discussed in the following subsections.

is the external bus bandwidth requirement so that the externa{Ne next consider the on-chip (internal) buffer size and the
data can meet the demand of the processors, and the sec@d jnnut rate. The Type A buffer situation has been discussed
issue is the idling time (stuffing cycles) that the processors afesection I11-A. In the case of Type B buffer, it first stors

waiting for the data to arrive. Suppose that the first issue hg§yizontal lines and it then loads one horizontal line when the
been solved; that is, the external bus bandwidth is wide enougly .ch moves vertically down one line. In total; additional
to supply data in time. Under this assumption we investigayrizontal lines have to be loaded for the entire search area and
the data lag issue. each line containgV 4 2w pels. Therefore, the total input data
The total delay time between the go-signal and the time thgf computing one block is abolV +2w)? pels. For the Type
the processors produce the first output is the external stag@uffer, there ar@w+1 candidate positions on the same line,
delay plus the internal stage delay. This delay time may nghd in this situation, the new data size for the next position on
introduce processor stuffing cycles if the data can be preloadad same line iV pels. Furthermore, the initial data loading
into the pipeline and no gap is needed in and between seafgh every line is N - N pels. Thus, finishing one line of
processes. This is true for the exhaustive search since the datiadidates requires loadifigy- N +N -2w) pels. Because there
(reference blocks) locations are known ahead of time, and thar@2w + 1 lines of candidates in one search area, the total input
the next block data can be preloaded during the current blogéta size for one block i&w + 1) - [N - (N + 2w)] pels. The
interval. In the sequential searches, however, the data locatiomsut data rate and buffer sizes under different configurations
to be used at the next search step are unknown until the currard listed in Table Il. They have a strong impact on the silicon
step is completed. In other words, we start loading data $&ze and the I/O bandwidth as will be discussed in Tables IV,

OPFUL . K-(2w+1)2-N2
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TABLE 1

(a) IMPLEMENTATION COMPLEXITY (1)

Algorithm (1)

Ixhaustive scarch

Buffer Input (N + 2w)? S % (N 4 20) + (% —1)-N- (N 4 2w)]
type datatate | B | (N +2w)x N (N +2w) K
size (bytes) || (bytes/sec) | C Nx N (2w4 1) [N (N +20)]- K
Estimated sub/abs/add N2 2w+ 1) K
complexity compare 2w+ 1)2- K
Vg | N2(2d K
Npg, X
Algorithm (2) Three step scarch
Buffer Input A (N +2w)? S B [N 4+ 20)? 4+ (B = 1) N (N 4 20)]
type data rale | By 9N? 8NZ logy(w + 1)- K; forw > 4N —1
size (bytes) || (bytes/sec) | By | (2[«H] + N)? (4 + V)2 Jogy(w + 1)- K; otherwise
C N xN 8N? logy(w + 1)- K
Estimated sub/ahs/add N? (L + 8logy(w + 1))- K
complexity compare (1+8logy(w+1)) K

X'~/ (X")2~dlogy (wt1)-(L+8logy (w+1)) N2R? |

Npp '
.

2Klogy (w+1)

X=X —logy(wH+ 1) K

Algorithm (3)

Modified log search

Buffer Input A (N + 2w)? for % (N +20) + (% —1)- N+ (N + 2w)]
type data rate | B gN? SN2 logy(w + 1) £ forw > AN — |
size (bytes) || (bytes/sec) | By | (2[2H] + ¥)? (2 + M) logy(w + 1)- K; otherwise
C NxN 8NZJogy(w+ 1)- K
Estimated sub/abs/add N2 (14 6logy(w +1))- K
complexity compare T4+ 6logy(w+1) K

(@)

VI, VIII, and IX. The numbers of “add,” “sub,” “abs,” and where N,.; .. and N;,.q .+ are the time of active operations
“compare” operations in this table are estimated based on {freclock cycle) and data preloading (in clock cycle), add.,
SAD operations needed as described in Section Il is search steps, all in one block interval. Hence
2) Three Step Searchwe still use the same basic systolic _

structure described in the previous subsection to implement OPrss = Neg - X - EFFpss.
this algorithm. There are + 8 log, (w + 1) SAD operations Combining the preceding three equations, we obtain
to be performed for each block. Therefore, the total number )

of required PE operations per second is o' = \/(z)2 —4logy (w+1) - OPrss - K

2K -log, (w+1)

(10)

Npg (11)
OPrss = K - [1+8 log, (w+ 1)] - N2 (8)
wherez’ = X —2 log, (w+1)-K. The value ofVpg is smaller

If we choose the one-column architectuf®pr + 2 pels than 256 for CCIR-601 and CIF format pictures. Hence, we
have to be loaded into the processor array between two seafgh use multiple one-column architectures to save chip area.
steps, because we do not know which data is to be processge data flow controller in this architecture is complicated and
until the completion of the current step. Thus, the efficiengyeeds more chip area than that of exhaustive-search because
of the one-column structure is approximately of the irregular data loading.

Now let us consider the worst case situation of the Type B
buffer. In each search step, we need to evaluate eight or nine
candidate locations and they are aligned in three rows. If the
search step size is fairly large V), these data blocks do not
overlap. In this case, the Type B buffer that holds the entire
search region of a search step does not help in reducing the
input data rate. For simplicity, we fix the processing interval
for calculating each SAD operation, then we only consider
two situations: 1) > 2N, Type B buffer has the size of nine

EFFrss
Nact_ck ) NSAD
Nact_ck . NSAD + Nload_ck . Nstep
2

Nre

[1+4 8logy (w+1)]

2

[1+8logy (w+ 1))+ (Npe +2) - logy (w+1)
Neg

(9)
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TABLE Il (Continued.)
(b) IMPLEMENTATION COMPLEXITY (2)

Algorithm (4) Conjugate direction search
Buffer Input AL (N +2w)? oo B [V 42032 + (%‘ —1)-N-(N +2w)]
type data rate | B NXN N2 (2w +3)- K

size (bytes) || (bytes/sec) | C N x N N% (2w +3)- K
Estimated sub/abs/add NZ.(2w+3)- K
complexity compare (2w+3) K

Npg XAPAOAD 0 OVIE - 12 X~ (0= 1) K

Algorithm (5) Alternating pel-decimation scarch
Buffer Input A (N +2w)? fr- % (N +2w)? + (%L = 1)-N-(N + 2w)]
type data rate | BY M x ¥ 1[N +20)2 + 12N?] K

size (bytes) || (bytes/sec) | Ct Y % L N(N 4+ 2w)- (2w + 1)+ 12N?]- K
Estimated sub/abs/add LNE (w4 1) +12]- K
complexity compare L l2w+1)2 412 K

Npg ‘ % 1{-N2-((2L;(+1)2+12)

Algorithm (6) Subsampled motion field scarch with alternating pel-decimation patterns
Baffer Input A | (Y +2w)? fT-%-[(N+2w)2+(%L— 1)-N-(N + 2w)]
type data rate | B (N;m) x X £ [(N +2w)? + 28N?- K

size (bytes) || (bytes/sec) | Ct Exs [NV 4 20) (2w + 1) + 28N K
Estimated sub/abs/add L NZ (2w 4 1)2 4 28] K
complexity compare T [(2w+1)2 4 28] K

Npg ‘ 38__ K<N'3~((2u);(+1)2+28)
Note ’ 1 External memory can be accessed using alternating pel-decimation pattierns
(b)

blocks (B; in Table Il), and 2} < 2N, it only needs to hold algorithm. Therefore, its efficiency is
the search region of the first search stép (n Table Il). As N2

the search step gets smaller, the overlapped area among nine — R

candidate blocks becomes larger. Consequently, the requiredF Fyjop = —— N (13)
data loading rate decreases. The second search step, not the N "R+ (Npg +2)-2logy (w+1)

first step, is the worst case for data loading rate because the Npg

data locations of the first step are fixed and thus can QgereR =146 log, (w+1). Becaus&@)Pyop = Npg - X -
preloaded. Based on the assumption that every search stgpp,,, we thus obtain

takes the same amount of computing time, the input data for , — - s

the second search step is &)? pels forw > 4N — 1, and Npp = 2= V(@' —8log, (w+1)- B-N?- K (14)
2) [2[(w + 1)/4] + NJ? pels, otherwise; wher¢y] denotes 4- K -logy (w+1)

the least integer greater than or equayt@ecause there are\yhere +/ — X — 4 log, (w + 1) - K. The column systolic

10%‘22@ + 1) steps for each block, the data rate is roughly,chitecture is adequate for both CIF and CCIR size pictures.
SN 108‘22@ +1) - K pels per second fop > 4N — 1, and  ajthough each search step in the modified log search is broken
(w+ N)* - logy (w+1) - K pels per second, otherwise. Foln two substeps, it would be more convenient and timesaving
the Type C buffer, the worst casedV> new pels per search y ajjow the buffer to hold the data needed for the entire search
step, and therefore the data rate3i§? log, (w + 1) - K pels gtop rather than for the substep. Then, the analysis of buffer
per second. The expressions of all the above cases are ligfgd and input data rate for this algorithm is similar to that for
in Table II. _ the three-step search (Table II).

3) Modified Log SearchFor this search scheme, we need 4) conjugate Direction SearchThis algorithm  requires
146 log, (w+1) SAD operations per block in the worst casey , | 3 SAD operations in a block time interval. When the
The number of PE operations required in one second is thgarch range becomes lager, the total amount of computation

OPyop = K - [1+6 log, (w +1)] - N2 (12) may be larger than that of the three—step algqrithrr_]. This i_s due
to the fact that the number of calculations in this algorithm

The number of stuffing clocks for data loading in eacts on the O(w) order and the three-step search is on the
search step is the same as that of the three-step seaiXlog, w) order.
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Because of the sequential nature of this search algorithmNo stuffing cycles are needed if we first calculate all the
that is, the next step cannot start until the completion of tf®DAD’s and then four SAD’s in the same sequence order
current step, the inserted stuffing cycles reduce the utilizatiéeg., in A, B, C, D sequence) for every block. Then, the
of computational processors. In each search step, exceptdiiiciency of the systolic structure is 100%. BecaGses ;. =
the first horizontal or vertical step, only one block of newpg, - X - EF'F 47, we thus obtain
data are needed. If we break the first horizontal step into three N2
sequential steps and the first vertical step into two steps, then K- — [2w+1)2+12]
the size of the Type B buffer is the same as that of the Type Npg = 4 e : (19)

C buffer, N2 pels. Therefore, the data loading rate would be
identical for the Type B and C buffers. It is, in the worst case, The value ofNpg is larger than 64 for CCIR 601 pictures.
(2w + 3) - N2 . K pels per second. Thus, the 2-D array architecture is employed.

Now we estimate the PE numbeNpg. Because there 6) Subsamples Motion Field Search with Alternating Pixel-
are at most2w — 1 search steps for one block, it takedecimation Patterns:In this algorithm, we perform the APD
(2w — 1) - (Npg + 2) data loading cycles to move data fronsearch on the shadeq blocks (half of_ the image blocks) and
the internal buffer to the processor array. The efficiency §ten four SAD operations on each white block. Therefore, on

processor array is thus the average, we neeg{ N?/4-[(2w+1)*+12]+(N?/4) x 16}
N2 PE operations for every two blocks. In other words, the total
oo (2w +3) PE operations per second is approximately
EFFeng = =7 LE 1 N2 ,
N—-(2w+3)+(2w—1)-(NpE+2) OPSAJ\lzé'K-T-[(Qw-Fl) +28]. (20)
PE

(15)  Then, the efficiency of systolic structure in this algorithm

and the total number of PE operations required in one secondfisi® Same as that of alternating pixel-decimation search.

Consequently, the PE numbe¥pg, is

OPcny = (2w+3)-N? . K. (16) . N
Again OPcnj = Npg - X - EFFeny. Therefore,Npg can B K- i [(2w +1)% 4 28]
be derived from the preceding two equations Nrg = e : (21)

o' = /(@) — 42w +3)(2w — 1) - N? - K? 17) Because the majority of computations are spent on the APD
2-K-(2w-1) search, the same buffer sizes in Section I1I-B-5 for three types

wherez’ = X — (2w —1)- K of buffers are adopted. However, the data rate is nearly 1/2
' of those in the pure APD search because only a few data are

(pkeeded for the white blocks. These values are listed in Table II.

Npg =

5) Alternating Pixel-Decimation Searchn this technique,
each decimation pattern contains 1/4 of the pels in a blo
When the best candidates of all four decimation patterns are
found, fourV - N matchings are performed to find the overall IV. CHIP AREA AND I/O REQUIREMENT
best one. Therefore, it requiré2w + 1)2 SDAD operations
and four SAD operations. Because all the data inside the Chip Area Estimation
search region are used, other than the specific address pattejR order to obtain the more exact estimate of chip area,
generated for moving data from the internal buffer 10 thge have done two levels of simulations and analysis. One is
processor array, the internal buffer size and the input data rg{@ pehavioral leveland the other is thetructure level At
for the Type A buffer are identical to those of the exhaustiige pehavioral level, these algorithms are implemented by C-
search. For the Type B and C buffers, because only 1/4 of h@grams to verify their functionalities. At the structure level,
pels are used for one decimation pattern, we could complei architectures of the key components in each algorithm are
one pattern search over the entire search area and then contigiiffemented using the Verilog hardware description language
for the next one. In this case, both the input data rate and thp| ) and then we extract the area information from the

buffer size become 1/4 of those of the exhaustive search &g opsys design tool. In our setup, the Synopsys tool produces

indicat.ed in Tablelll. ' S _an optimized gate-level description using a @ré-single-poly
Again the systolic array structure is used in this algorithngople-metal (SPDM) standard cell library.

The number of PE operations required in one block interval is o5 discussed earlier, the search range depends on both the
roughly 1/4 of the exhaustive search, nameW?(2w +1)%.  coding system structure and the applications (picture size and
The additional four SAD operations would add anothéf®  content). In a typical MPEG-2 encoder, the search range can
PE operations. If we store the best candidate of each Sea{f)@empirically decided byt5 + 16 x (d — 1) [25], whered
pattern, we may reduce the last four SAD operations down fgpresents the distance between the target and the reference
3N? PE operations because four SDAD operatichs (V?/4  pictures. Hence, in the first application for encoding CCIR-
PE operations) for those candidates have been done alregg pictures, the search range is chosen to be 47 for encoding

The total PE operations required per second is thus P-pictures (distance = 3). The chip area estimates for the
_ N? 9 computation kernels in various cases are listed in Table IlI.
OParr =K - 4 (20 +1)7 +12]. (18) I this table, the meaning ofo. of PE operationsno. of PE



752 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 5, OCTOBER 1997
TABLE 11l
EsTIMATED AREA OF CoMPUTATION CORE FOR CCIR-601 RCTURES
Algorithm | pypustive | Three step | Modifiedlog | APD | SAPD
items search search search search | search
No. of PE operation
(* 109) (OP) 93.57 0.51 0.38 234 11.7
No. of PE node
Nope 935.7 5.17 4.1 234 117
Chosen N o 1024 8 8 256 128
Architecture Efficienc
(EFF) Y 100% 96% 91% 100% | 100%
PE Speed requirement
PeeCney 1 16 19 11 1
Area of PE node
(Gate counts) 439 419 419 439 439
Area of ADD node
(Gate counts) 260 252 252 260 260
Arca of CMP node . .
(Gate counts) 627* 257 257 627* 437*
*; multiple input comparator
TABLE IV
EsTIMATED AREA OF THE ENTIRE CHIP FOR CCIR-601 RCTURES
Algorithm Exhaustive Three step Modified log APD SAPD
TItems Arca search search search search search
Cormputation Gate count | 466.8K 3.9K 3.9K 121.3K 60.8K
core Arca(mnr) 259.1 22 22 67.3 33.7
Size(bytes) 12100 121004256 12100+256 121004256 | 12100+256
Type A
Area(mm?) 39.1 40.1 40.1 40.1 40.1
Internal Size(bytes) 1760 23044256 23044256 440+256 4404256
buffer Type B
Area(mm?) 56 82 8.2 23 23
Size(bytes) 256 2564256 256+256 64+256 64+256
Type C
Area(mm?) 0.9 18 1.8 12 12
Address Gate count | 194K 6.1K 6.1K 6.1K 6.1K
mapper Arca(mm?) 538 3.4 3.4 34 34
Type A Area(mr?l ) 304 45.6 45.6 110.7 77.1
Chip Type B Area(mm?) 270.5 138 138 73 39.4
area
Type C Arca(mm?) 265.8 74 7.4 719 383
nodes and Architecture Efficiencyare defined in Section lll- larger than the block size, the 2-D systolic structure (Fig. 5)

B as OP, Npg, and EFF. The item ChosenNpgr comes is then used. In the 2-D structure, the current block data can
from rounding the numbetVpr up to the nearest integerbe preloaded into each PE; therefore, the current block buffer
of multiples of 16 (or 8) that can fit into the chosen arragan be eliminated. It cannot be eliminated in the 1-D structure.
architecture. The speed requirement of PE node is obtainedBat in either case, we always need the reference block buffer
dividing the number of PE operation® £?) by theChosen PE (the Type A, B, or C buffer), which is often much bigger.
entry. The areas of PE, ADD, and CMP are provided by the A list of areas of the critical elements in various block-
Synopsys tool under the clock rate given in Bygeedentry. matching algorithms is shown in Table IV. At the end of
In this design, we choose a two-port internal buffer tthis table, the total chip area;.:,1 specified by (4), is the

increase the PE utilization efficiency. The buffer size antbmbination of the computation kernel, the internal buffer,
access time requirement are determined by the chosen syssem the data mapper. It is interesting to see that the area of
architecture. However, the two-port memory module is nthe internal buffer may be larger than that of the computation
included in our ASIC library. Hence, an area estimation modebre. For easy comparison, the total area using different
of two-port memory proposed by Chang [26] is adopted tiypes of buffers are listed. The systolic architecture may
generate the entries in Table IV. When the cho$éss is be an inadequate choice for the conjugate direction search
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TABLE V
EsSTIMATED AREA OF CoMPUTATION CORE FOR CIF PCTURES WITH SEARCH RANGE = 7 PELS

Algorithm | Exhaustive | Three step | Modified log C_onju_gatc APD SPAD
toms search search search direction search scarch
search
No. of PE operation
*109 (OP) 228.1 253 19.3 17.2 60.1 321
No of PE node
N 5.7 0.6 0.5 0.4 15 0.8
PE
Chosen Npg 8 1 1 1 2 1
Architecture Efficiency
. 100% 100% 100% 100% 100% 100%
(EFF)
PE Speed requirement
35.1 41.7 50 62.5 333 313
(ns)
Arca of PE node
(Gate counts) 411 411 411 411 411 411
Area of AM node
497 497 497 497 497 497

(Gate counts)

TABLE VI
ESTIMATED AREA OF THE ENTIRE CHIP FOR CIF PCTURES WITH SEARCH RANGE = 7 FELS
Algorith Exhaustive | Threestep | Modified log| COMiugate | app SAPD
gorithm scarch search search direction search search
ltems Arca search
Computation Gate count 3785 908 908 908 1319 908
corc 5
Arca(mm®) 2.1 0.5 0.5 0.5 0.73 0.5
T A Size 900+256 900+256 900+256 900+256 900+256] 900+256
ype
Arca(mm?) 38 3.8 3.8 3.8 3.8 3.8
Internal
_ Size 480+256 576+256 576+256 256+256 | 1204256 | 120+256
buffer | Type B
Arca(mm?) 2.5 2.9 29 1.82 14 14
T c Size 2564256 256+256 256+256 2564256 64+256 | 644256
ype
Area(mm?) 1.82 1.82 1.82 1.82 1.25 1.25
Address Gate count 870 1574 1574 800 966 1254
mapper o,
Area(mm®) 0.48 0.87 0.87 0.44 0.54 0.7
Type A | Area(mm?) 6.38 5.17 5.17 474 507 5
Chi
map TypeB | Area(mmd) 5.08 427 427 276 267 26
TypeC | Arca(mnd) 44 3.19 3.19 276 252 | 245

algorithm because its pipeline efficiency is lower than 50%ernel for CIF pictures at two search ranges. Because one PE is
From Table IV, we find that the chip area of the full-searchufficient for fast search algorithms, their efficiency is 100%.
algorithm is approximately ten times larger than that of th€he estimated chip areas are listed in Tables VI and VIII.
other algorithms for CCIR 601 pictures. If the chip area is olBecause the I/O bandwidth limitation is not severe in this case,
only concern, the three-step search and modified-log seaiigipe B or C buffers could be reasonable choices in this case.
have about the same chip area and seem to be the prefeédfind that the conjugate direction search has a somewhat
choices. Although Type B or C buffers require smaller chifpwer chip area. However, the conjugate direction search often
area, they demand a higher 1/O bandwidth (to be discusdeak the lowest image quality (Section V). Therefore, the other
in the next section), we may be forced to chose the Type fAst searches are also good candidates. For a search range of
buffer configuration, which has the advantages of a smallémels, the chip areas for all algorithms are quite close.
I/O bandwidth and a simpler address generator. From the above results, we find that the buffer portion is
In the second design, we estimate chip area for a smaltee dominant factor in chip area for the sequential searches
picture (CIF format) and slow motion application. Since onlparticularly for small size pictures. In contrast, the area of
I-picture and P-picture are used in low-resolution video cod#re computation core dominates the entire chip area for the
(H.261), two search ranges are tested: 7 and 15. Tables V axthiaustive type of searches (including APD and SAPD) par-
VII show the areas of the key elements in the computationi@dularly for large size pictures. Therefore, if the picture size



754 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 5, OCTOBER 1997

TABLE VII
EsSTIMATED AREA OF CoMPUTATION CORE FOR CIF PCTURES WITH SEARCH RANGE = 15 FELs

Algorithm | Exhaustive | Three step | Modificd log dc-onju_gate APD SPAD
: scarch search search irection search scarch
iems search
No. of PE opcration
(*10(3 (OP) 974.2 335 253 335 246.6 1253
No of PE node
N 24.4 0.8 0.6 0.8 6.16 3.1
PE
Chosen Npp 32 1 ] 1 8 4
Architecture Efficiency
(EFF) 100% 100% 100% 100% 100% 100%
PL Speed requirement
ns) 32.8 31.25 41.7 31.25 325 30.8
Arca of PE node
(Gatc counts) 411 411 411 411 411 411
Area of AM node
(Gate counts) 497 497 497 497 497 497
TABLE VIl
ESTIMATED AREA OF THE ENTIRE CHIP FOR CIF RCTURES WITH SEARCH RANGE = 15 RELS
Algorithm | Exhaustive | Threestep | Modified log Cd?“J'“g_a‘e APD SAPD
. e AT irection .
Items Arca scarch scarch search cearch search scarch
Computation Gale count 13649 908 908 908 3785 2141
core ’
Arca(mm?) 7.6 0.5 0.5 0.5 2.1 1.2
Size 2116+256 2116+256 2116+256 | 21164256 | 21164256| 2116+256
Type A
Area(mm?) 7.58 7.58 7.58 7.58 7.58 7.58
Internal
Size 736+256 1024+256 10244256 256+256 | 184+256 | 184+256
buffer | Type B
Area(mm?) 3.27 4.17 4.17 1.83 1.61 1.61
Size 256+256 256+256 256+256 256+256 644256 | 64+256
Type C
Area(mm?) 1.83 1.83 1.83 1.83 1.25 125
Address Gate count 900 1620 1620 800 1020 1300
mapper 5
Area(mm®) 0.5 0.9 09 0.44 0.57 0.73
Type A | Arca(mmd) 15.68 .98 8.98 8.52 1025 | 951
Chi
amp Type B Area(mm? 11.37 5.57 5.57 2.77 428 3.54
Type C | Area(mmd) 9.93 223 223 277 392 | 318

and/or search range are huge, the three-step search andiAH&)\r\ is the bus width connected to the external memory,
modified-log search have about the same chip area and &#&D ..o and PAD ..., are the pads for control signal
the preferred choices. We like to emphasize again that camd power supply. Although the values HfAD .01 @and
estimates of chip area are rough and the architecture used hereD,,..... may depend on the system architecture, there are
is not tuned to a particular algorithm, although it may happer simple rules to estimate them. Often, they do not vary
to be a better implementation of certain algorithms. Therefonsery much. (It was reported [11] that they are around 28.)
the analysis here provides only the global picture and overte now only look into the bandwidth requirement due to
tendency rather than the accurate and final specifications. Fgut data. There are two approaches in calculating the 1/0
the same reason, we did not perform the same analysis andwidth requirement. We could assume a minimum external
many different size pictures and other search ranges since mvemory access time (decided by the available DRAM, say)
can already see the advantages and disadvantages of tlesethen calculate the minimum bus widtBADyvgnN. Or,
search algorithms through some representative cases. we first assume thé&”ADygp value, and then calculate the
maximum allowable memory access time. In Table IX, the
) ) ) latter approach is taken and we assume fdtD\ g\ equals
B. Chip I/O Configurations to . The necessary input data speeds in various cases are
The number of I/O pads is one major factor in chigalculated based upon the discussions in Section IlI-B. For
fabrication cost. There are roughly three types of I/O pinsxample, for the CCIR picture application, if the Type B buffer
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TABLE IX
EXTERNAL MEMORY ACCESS TIME REQUIREMENT
Algorithm | By1) ) Three step | Modified log| Conjugate | APD SAPD
M type search | search scarch d:;gtcl}(:n search search
A
CCIR 1.551W | 1.551W 1.551W 1.551W 1.551W 1.551W
format | g | 255w | 0.320W 0.322W 0.124W 0.814W 1.28W
(w=47)
C 1§ 0018W | 0.251W 0.251W 0.124W 0.073W 0.142W
CIF Al 3950w | 39.52w 39.52W 39.50W 39.52W 39.50W
format | g | j4090w | 137W 13.7W 3.74W 24.34W 27.2W
(0=15)
C| 138W | 3.58W 3.58W 3.74W 4.88W 8.42W
CIF Al 6325w | 6325w 63.25W 63.25W 63.25W 63.25W
f‘;”“*;‘) B 3507W | 263W 26.3W 7.25W 31.79W 31.3W
0=
C| 438w | 5.14W 5.14W 7.25W 12.20W 17.58W

*#: the unit is ns/bit,
W: the bus widih for external memory

Comparison of PSNR for ME algorithms at football sequence(CCIR-601 format)
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T

T

Comparison of PSNR performance at "CCIR" bus sequence

- :full search

Fig. 11.
Bus sequence.

..... conj search
—-: three step oo: APD search B
.—.. mod log **: SAPD search
. i 1 1 .
5 10 15 20 25

Frame number

755
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36 - :full search B
——: three step Comparison of PSNR performances at "table tennis" sequence
L 30 T T T T T
34 R
.~.. mod log
30]- ..... conj search i

oc: APD search
**: SAPD search

o
z
28} 4
Z | S
@ (’ ¥
261 -
. 154
# L
24 {4 : //Q\\ LA I 1
g ! RIS %/g
Thoe R ~_
201 o | ¥ 0.0 B 231 - : full search VR
: —-: three step
18 . ) . . . 221 —.: mod log 4
0 10 20 30 40 50 60 ... conj log
Frame number 21} 00: APD search 7
Fig. 10. PSNR performance of motion estimation algorithms on the CCIR 7 SAPD search , ‘ ‘
Football sequence. 0 10 20 30 40 50 60
Frame number
Fig. 12. PSNR performance of motion estimation algorithms on the CIF

is chosen and the external memory bus width iS4 64),
this table tells us that the external memory access time mus
less than).255 x 64 = 16 ns for the full (exhaustive) search.

A larger access time implies an easier situation that either we
could find a slower speed DRAM to meet our requirement Since different block-matching algorithms are used, their
or we could reduce the memory bus width (smal&). As image qualities are not identical. Although peak signal-to-noise
one may expect, the Type A buffer is preferred at the cost @ftio (PSNR) may not be a good measure for the subjective
a larger internal buffer. Practically, if the ordinary low cosimage quality, it can still be used as an indicator for quality
DRAM is used as the external memory with an access tiniemparison. The PSNR is defined as the ratio of the peak
of 60 ns and the bus widthii() is around 60 too, then the signal power (25% to the mean square motion estimation
entries less than W in Table IX are not acceptable. That iserrors. Several sequences have been tested. Limited by space,
the Type A buffer is nearly the only choice for CCIR picturesnly three of them are reported here. Another measure of the
with a search range of 47. On the other handjifis greater effectiveness of a motion estimation algorithm is the number of
than 20, all three types of buffers can be used for CIF picturbi&s necessary to transmit the estimation errors. For simplicity,
with a search range of 15 or less. One additional remark\ig calculate only the first-order entropy [3].

that in the case that the motion estimator is a part of a videoFigs. 10 and 11 show the motion estimation errors of
encoder chip, it may not own completely the I/O pins, but ithe CCIR 601 image sequencEsotball and Bus Only the
bandwidth requirements usually have a strong impact on tpecessed picture frames are displayed in the figures. In this
entire chip—the motion estimator is often the most demandisgnulation, the search range is 47 for P-pictures and 15 for B-
unit on data access. pictures. Figs. 12 and 13 show the results of two 10-frames/s

tTgl:éle Tennissequence, search range = 7 pels.

V. PICTURE QUALITY
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Entropy results for ME algorithms at "footbal" sequence (CCIR format)
7 T T T T T

—: fuli search

Comparison of PSNR for ME algorithms at missa sequence(CIF format)
T

. : ——: three step:
B.5F : 4
: o : .—.. mod log

: § " : :00: APD search ]
§ ’h\lwii PR : ** SAPD search

o
[

entropy (bits)

o

* * X

36.51 b
45 4

36 - :full search ..... conj search B
—: three step 00:APD search 4 i

85.5¢ .—.mod log **: SAPD search 1

35 . - - y - 3.5 I I 1 | |
0 5 10 5 20 25 30 o 10 20 30 40 50 60

Frame number

frame number

Fig. 13. PSNR performance of motion estimation algorithms on the Cifg 14, Entropy performance of motion estimation algorithms on the CCIR

Miss Americansequence, search range = 15 pels.

CIF image sequence$able Tennisand Miss Americawith

a search range of 7 and 15, respectively. Except for the
first frame, the rest are all P-pictures. It is clear that the

3.6

Football sequence.

Entropy results for ME algerithms at "missa" sequence (CIF format)

T T
— :full search
——: three step:
.. mod log

T T T

o00: APD search
**-SAPD search -

full search algorithm outperforms all the other algorithms. sss
The three-step search and the modified log search are lower

by roughly 1 dB in PSNR. Their PSNR values in all four as
sequences are very close to each other. Similar trends are™
shown in the entropy results, Figs. 14 and 15. In general, thg

pixel-decimation technique (APD) has a better performances.s
on slowly moving pictures (such aable TenniandBug but &
has a poorer performance on fast moving pictures (such as |
Football). The conjugate direction search has a PSNR quite
a bit lower than that of the other search algorithms. Hence,
unless there is a significant advantage in hardware cost, the33s
conjugate direction search is not preferred from the image

T

( L

quality viewpoint. One may note that in order to match the o s 0 5 20 25 30

1 1

frame number

video coding standards in which the block is ¥616, the
so-calledsubblockin the original SAPD [24] is now 16< 16 Fig. 15. Entropy performance of motion estimation algorithms on the CIF
rather than 8x 8. The larger subblock size slightly reducedfiss Americansequence, search range = 15 pels.

its performance. If the picture quality is our major concern,

the exhaustive search is the best choice. However, for larggypiete the layout of each realization, the key elements in
size pictures and/or large search ranges, the three-step andy{iénarqware have been implemented using Verilog language
modified-log searches have a much lower hardware cost aljj iheir silicon areas are extracted with the help of Synopsys
only a somewhat lower picture quality. tool based on a 0.m SPDM standard cell library.

Examples of applications at CIF and CCIR-601 picture
resolutions are examined. In summary, we found that the
The purpose of this study is not to propose a VLSI afelative performance in chip area and I/O bandwidth between

chitecture for implementing a specific BMA, but to evaluat¥@rious algorithms is strongly picture size- and search range-
various block-matching algorithms from the viewpoints ofePendent. For small pictures (CIF, for example) and slow mo-
both VLSI design and compression efficiency. A procedufon (small search range), all the BMA's under consideration
is suggested to assist VLSI designers to choose a good blogke on a par. However, for larger picture sizes (CCIR-601) and
matching algorithm adequate for their particular applicationfst motion, certain fast search algorithms have the advantage
Our assessment on BMA in this paper is based on silicei a significantly smaller chip area. For a specific algorithm,
area, 1/0 requirement, and image quality. A universal systoltie may tune the hardware structure to achieve an even
arrays structure is used to realize all the BMA candidatexore economical design. Nevertheless, we have conducted a
A distinct feature in our study is to look into the effect ofcomprehensive study on estimating the complexity of various
different sizes of the on-chip memory. Although we did namotion estimation algorithms, their chip area, data bandwidth,

VI. CONCLUSIONS
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and image quality. This analysis should be able to providel] T. Koga et al., “Motion-compensated interframe coding for video

useful guidelines to the system designers in choosing a suitable
high-level algorithm for VLSI implementation.
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