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Abstract—To support real-time multimedia services in UMTS
all-IP network, Third-Generation Partnership Project TR 25.936
proposed two approaches to support real-time serving radio net-
work controller (SRNC) switching, which require packet duplica-
tion during SRNC relocation. These approaches significantly con-
sume extra system resources. This paper proposes the fast SRNC
relocation (FSR) approach that does not duplicate packets. In FSR,
a packet buffering mechanism is implemented to avoid packet loss
at the target RNC. We propose an analytic model to investigate
the performance of FSR. The numerical results show that packet
loss at the source RNC can be ignored. Furthermore, the expected
number of packets buffered at the target RNC is small, which does
not prolong packet delay.

Index Terms—All-IP network, real-time multimedia services,
serving radio network controller relocation, Universal Mobile
Telecommunications System (UMTS).

NOMENCLATURE

Transmission delay between the GGSN and SGSN1.
Transmission delay between the GGSN and SGSN2.
Transmission delay between SGSN2 and the target RNC.
Random variable to indicate if the previous th packet is
lost.
Interpacket arrival rate.
Number of the buffered packets at the target RNC.
Number of the lost packets.
Random variable of .
Time when the Update_PDP_Context_Request message
arrives at the GGSN.
Time when the previous th packet is sent from the GGSN
(tracking back from ).
Time when the th packet is sent from the GGSN.
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Time interval between and .
Time interval between and .

.
Transmission delay for the signaling messages Up-
date_PDP_Context_Response and Relocation_Com-
mand.

or .
Transmission delay between SGSN1 and SGSN2.

.
Transmission delay between the source RNC and the target
RNC.

I. INTRODUCTION

MOBILITY, privacy, and immediacy offered by wireless
access commonly create new opportunities for Internet

business, and mobile networks are becoming a platform that
provides leading-edge Internet services. Through integration
of the Internet and the third-generation (3G) wireless com-
munication, next-generation telecommunications networks
will provide global information access for mobile users [11].
Third-Generation Partnership Project (3GPP) [1], [5], [6]
proposed the Universal Mobile Telecommunications System
(UMTS) all-IP architecture to integrate the IP and wireless
technologies, which has evolved from the Global System for
Mobile Communication (GSM), General Packet Radio Service
(GPRS), and UMTS Release 1999.

Fig. 1 shows a UMTS all-IP network architecture (another
UMTS all-IP option can be found in [1] and [5]). In this figure,
the dashed lines represent signaling links and the solid lines rep-
resent data and signaling links. The UMTS all-IP network con-
nects to the packet data network (PDN) [see Fig. 1(a)] or the
IP multimedia core network subsystem [see Fig. 1(b)] through
the serving GPRS support node (SGSN) [see Fig. 1(c)] and
the gateway GPRS support node (GGSN) [see Fig. 1(d)]. The
SGSN connects to the radio access network. The GGSN pro-
vides interworking with the external PDN, and is connected
with SGSNs via an IP-based GPRS backbone network. Both
the GGSN and SGSN communicate with the home subscriber
server [see Fig. 1(e)] to obtain mobility and session manage-
ment information of subscribers. The UMTS Terrestrial Radio
Access Network (UTRAN) consists of Node Bs [the UMTS
term for base stations; see Fig. 1(f)] and radio network con-
trollers (RNCs) [see Fig. 1(g)] connected by an ATM network.
A user equipment (UE) [see Fig. 1(h)] communicates with one
or more Node Bs through the radio interface based on the
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Fig. 1. UMTS all-IP network architecture.

Fig. 2. SRNC relocation. (a) UE connects to both B1 and B2. (b) UE connects to B2 (before relocation). (c) UE connects to B2 (after relocation).

wideband code-division multiple-access (WCDMA) radio tech-
nology [8].

In the UMTS all-IP network, the IP packets are routed be-
tween the UE and the GGSN. By using the packet data protocol
(PDP) context activation procedure [4], a PDP context is cre-
ated to establish the routing path for IP packet delivery. Besides
the packet routing information (e.g., the UEs IP address), the
PDP context also contains the quality-of-service (QoS) profiles
and other parameters. Due to the CDMA characteristics, mul-
tiple radio paths (for delivering the same IP packets) may exist
between the UE and more than one Node Bs. An example of
multiple routing paths is illustrated in Fig. 2(a). In this figure,
an IP-based GPRS tunneling protocol (GTP) connection is es-
tablished between the GGSN and RNC1. The UE connects to
two Node Bs (B1 and B2). Node B1 is connected to RNC1, and
Node B2 is connected to RNC2. An Iur link between RNC1 and
RNC2 is established so that the signal (i.e., IP packets) sent from
the UE to Node B2 can be forwarded to RNC1 through RNC2.
RNC1 then combines the signals from Node B1 and B2, and
forward them to SGSN1. Similarly, the packets sent from the

GGSN to RNC1 will be forwarded to both Node B1 and RNC2
(and then Node B2). In this example, RNC1 is called the serving
RNC (SRNC). RNC2 is called the drift RNC (DRNC), which
transparently routes the packets through the Iub (between the
Node B and the RNC) and Iur (between two RNCs) interfaces.
Suppose that the UE moves from Node B1 toward Node B2, and
the radio link between the UE and Node B1 is disconnected.
In this case, the routing path will be

as shown in Fig. 2(b).
In this scenario, it does not make sense to route packets be-
tween the UE and the core network through RNC1. Therefore,
SRNC relocation may be performed to remove RNC1 from the
routing path. After SRNC relocation, the packets are routed to
the GGSN directly through RNC2 and SGSN2 [see Fig. 2(c)],
and RNC2 becomes the SRNC.

In 3GPP TS 23.060 [4], a lossless SRNC relocation proce-
dure was proposed for nonreal-time data services. In this ap-
proach, in the beginning of SRNC relocation, the source RNC
[RNC1 in Fig. 2(b)] first stops transmitting downlink IP packets
to the UE. Then, it forwards the next packets to the target RNC
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[RNC2 in Fig. 2(b)] via a GTP tunnel between the two RNCs.
The target RNC stores all IP packets forwarded from the source
RNC. After taking over the SRNC role, the target RNC restarts
the downlink data transmission to the UE. In this approach, no
packet is lost during the SRNC switching period. Unfortunately,
this approach does not support real-time data transmission be-
cause the IP data traffic will be suspended for a long time (about
100 ms) during SRNC switching. In order to support real-time
multimedia services, 3GPP TR 25.936 [3] proposes SRNC du-
plication (SD) and core network bicasting (CNB). These two ap-
proaches duplicate data packets during SRNC relocation, which
may not efficiently utilize system resources. In this paper, we
propose a new approach called fast SRNC relocation (FSR) to
provide real-time SRNC switching without packet duplication.
An analytic model is proposed to investigate the performance of
FSR.

II. RELATED WORK

This section describes the previously proposed SRNC relo-
cation procedures for real-time multimedia services; that is, SD
and CNB proposed in 3GPP TR 25.936 [3].

A. SRNC Duplication (SD)

Consider Fig. 2(b). Suppose that the UE is connected to the
source RNC and SGSN1 before performing SRNC relocation.
The target RNC is the drift RNC, which is connected to the
source RNC via the Iur interface. After SRNC relocation, the
SRNC role is moved from the source RNC to the target RNC,
and the IP packets for the UE are directly routed through SGSN2
and the target RNC [see Fig. 2(c)]. Fig. 3 shows the four stages
of the SD procedure. Stage I [Fig. 3(a)] initiates SRNC reloca-
tion. In this stage, the user IP packets are delivered through the
old path source target

. The following steps are executed.

Steps 1 and 2: When the Node B of the source RNC
no longer connects to the UE, the source RNC initiates
SRNC relocation. Specifically, the source RNC sends a
Relocation_Required message (including the ID of the
target RNC) to SGSN1.
Step 3: Based on the ID of the target RNC, SGSN1
determines if the SRNC relocation is intra-SGSN SRNC
relocation or inter-SGSN SRNC relocation. Assume
that it is inter-SGSN SRNC relocation. By sending a
Forward_Relocation_Request message, SGSN1 requests
SGSN2 to allocate the resources (to be described in Step 4)
for the UE.
Step 4: SGSN2 sends a Relocation_Request message with
the radio access bearer (RAB) parameters to the target
RNC. The RAB parameters include the traffic class (e.g.,
conversational, streaming, interactive, or background),
traffic handling priority, maximum and guaranteed bit
rates, and so on [2]. After all necessary resources for
the RAB are successfully allocated, the target RNC
sends a Relocation_Request_Acknowledge message to
SGSN2.

Fig. 3. SD approach. (a) Stage I. (b) Stage II. (c) Stage III. (d) Stage IV.

In Stage II [Fig. 3(b)], a forwarding path
for downlink packet delivery is created

between the source and the target RNCs through the Iu inter-
face. The source RNC duplicates the packets and forwards these
packets to the target RNC. Thus, the downlink packets are si-
multaneously transmitted through both the old path (via the Iur
interface) and the forwarding path (via the Iu interface) between
the source RNC and the target RNC. Note that 3G TR25.936 [3]
did not clearly describe if an Iu link can be directly established
between two RNCs. If not, an indirect path source

target is required. To favor the
SD approach, we assume a direct link between the source and
target RNCs. The following steps are executed in Stage II.

Steps 5 and 6: SGSN2 sends a Forward_Relocation_Re-
sponse message to SGSN1, which indicates that all re-
sources (e.g., RAB) are allocated. SGSN1 forwards this in-
formation to the source RNC through a Relocation_Com-
mand message.
Step 7: Upon receipt of the Relocation_Command mes-
sage, the source RNC duplicates the downlink packets and
transmits the duplicated packets to the target RNC through
the forwarding path (via the Iu interface at the IP layer).
The forwarded packets are discarded at the target RNC be-
fore it becomes the SRNC (i.e., before the target RNC re-
ceives the Relocation_Commit message at Step 8).

In Stage III [Fig. 3(c)], the Iur link between the source RNC
and the target RNC (i.e., the old path) is disconnected. The
downlink packets arriving at the source RNC are forwarded to
the target RNC through the Iu link (i.e., the forwarding path). A
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data-forwarding timer is maintained in the source RNC. When
the timer expires, the forwarding operation at the source RNC
is stopped. The following steps are executed in Stage III.

Step 8: With a Relocation_Commit message, the source
RNC transfers serving radio network subsystem (SRNS)
context (e.g., QoS profile for the RAB) to the target RNC.
Step 9: Upon receipt of the Relocation_Commit message,
the target RNC sends a Relocation_Detect message to
SGSN2, which indicates that the target RNC will become
the SRNC.
Step 10: At the same time, the target RNC sends a
RAN_Mobility_Information message to the UE. This
message triggers the UE to send the uplink IP packets to
the target RNC. After the UE has reconfigured itself, it
replies the RAN_Mobility_Information_Confirm message
to the target RNC.

In Stage IV [Fig. 3(d)], the packet routing path is switched
from the old path to the new path

. At this stage, the target RNC becomes
the SRNC. The source RNC forwards the downlink packets to
the target RNC until the data-forwarding timer expires. The fol-
lowing steps are executed in Stage IV.

Step 11: SGSN2 sends a Update_PDP_Context_Request
message to the GGSN. Based on the received message, the
GGSN updates the corresponding PDP context and returns
a Update_PDP_Context_Response message to SGSN2.
Then, the downlink packet routing path is switched from
the old path to the new path. At this moment, the target
RNC receives the downlink packets from two paths (i.e.,
the forwarding and new paths), and transmits them to the
UE. Since the transmission delays for these two paths are
not the same, the packets arriving at the target RNC may
not be in sequence, which results in out-of-order delivery.
Step 12: By sending the Relocation_Complete message to
SGSN2, the target RNC indicates the completion of the
relocation procedure. Then, SGSN2 exchanges this infor-
mation with SGSN1 using the Forward_Relocation_Com-
plete and Forward_Relocation_Complete_Acknowledge
message pair.
Step 13: Finally, SGSN1 sends an Iu_Release_Command
message to request the source RNC to release the Iu con-
nection in the forwarding path. When the data-forwarding
timer expires, the source RNC replies an Iu_Release_Com-
plete message.

B. Core Network Bicasting (CNB)

Fig. 4 shows the four stages of the CNB procedure when the
communicating UE moves from the source RNC to the target
RNC. Stage I [Steps 1–4, Fig. 4(a)] is the same as Stage I in
SD, which requests the target RNC to allocate the necessary
resources for relocation.

In Stage II [Fig. 4(b)], the downlink packets are duplicated
at the GGSN, and are sent to the target RNC through both the
old path source target
and the new path target . The
following steps are executed.

Fig. 4. CNB approach. (a) Stage I. (b) Stage II. (c) Stage III. (d) Stage IV.

Step 5: Upon receipt of the Relocation_Request_Ac-
knowledge message at Step 4, SGSN2 sends a Up-
date_PDP_Context_Request message that requests the
GGSN to bicast the downlink packets. The GGSN starts
to perform bicasting and replies SGSN2 a message
Update_PDP_Context_Response. At this moment, the
downlink packets are simultaneously transmitted to the
target RNC through the old and the new paths. Since the
target RNC has not taken the SRNC role (i.e., the target
RNC has not received the Relocation_Commit message),
the packets routed through the new path are discarded at
the target RNC.
Steps 6 and 7: These steps are used to inform the source
RNC that all necessary resources are allocated, which are
similar to Steps 5 and 6 in the SD approach.

In Stage III [Fig. 4(c)], the Iur link between the source RNC
and the target RNC is disconnected, and the downlink packets
arriving at the source RNC are discarded.

Steps 8–10: These steps are used to move the SRNC role
from the source RNC to the target RNC, which are similar
to Steps 8–10 in the SD approach.

In Stage IV [Fig. 4(d)], the GGSN is informed to stop down-
link packet bicasting. The target RNC takes the SRNC role to
transmit the downlink packets to the UE.

Step 11: Through the Update_PDP_Context_Request mes-
sage, SGSN2 informs the GGSN to stop downlink packet
bicasting. Then, the GGSN removes the GTP tunnel be-
tween the GGSN and SGSN1, and replies SGSN2 the Up-
date_PDP_Context_Response message.
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Fig. 5. FSR approach. (a) Stage I. (b) Stage II. (c) Stage III. (d) Stage IV.

Step 12: With the Relocation_Complete message, the
target RNC informs SGSN2 that the relocation procedure
is successfully performed. Then, SGSN2 exchanges this
information with SGSN1 using the Forward_Reloca-
tion_Complete and Forward_Relocation_Complete_Ac-
knowledge message pair.
Step 13: Finally, SGSN1 and the source RNC exchange
the Iu_Release_Command and Iu_Release_Complete
message pair to release the Iu connection in the old path.

III. FAST SRNC RELOCATION (FSR)

This section describes the FSR approach and compares this
approach with SD and CNB. As shown in Fig. 2(b), the UE
is connected to the source RNC and SGSN1 before SRNC re-
location. After relocation, the data packets for the UE are di-
rectly routed through the target RNC and SGSN2, as shown in
Fig. 2(c). Fig. 5 illustrates the four stages of the FSR procedure.

Stage I [Fig. 5(a)] initiates SRNC relocation. In this stage,
the routing path of downlink packets is

. The following steps are
executed in Stage I.

Steps 1 and 2: When the Node B of the source RNC no
longer connects to the UE, the source RNC initiates SRNC
relocation and sends the ID of the target RNC to SGSN1
through the Relocation_Required message.
Step 3: Based on the ID of the target RNC, SGSN1 deter-
mines that it is inter-SGSN SRNC relocation. SGSN1 re-
quests SGSN2 to allocate the resources for the UE through
the Forward_Relocation_Request message.

Step 4: SGSN2 and the target RNC exchange the Relo-
cation_Request and Relocation_Request_Acknowledge
message pair to allocate the necessary resources for the
UE.

In Stage II [Fig. 5(b)], the GGSN routes the downlink
packets to the old path before receiving the Update_PDP_Con-
text_Request message [Step 5 in Fig. 5(b)]. The packets
delivered through the old path are called “old” packets. After
the GGSN has received the Update_PDP_Context_Request
message, the downlink packets are routed to the new path

target . The packets delivered
by the new path are called “new” packets. The “new” packets
arriving at the target RNC are buffered until the target RNC
takes over the SRNC role. The following steps are executed in
Stage II.

Step 5: Upon receipt of the Relocation_Request_Acknowl-
edge message, SGSN2 sends a Update_PDP_Context_Re-
quest message to the GGSN. Based on the received mes-
sage, the GGSN updates the corresponding PDP context
fields and returns a Update_PDP_Context_Response mes-
sage to SGSN2. Then, the downlink packet routing path is
switched from the old path to the new path. At this stage,
the “new” downlink packets arriving at the target RNC are
buffered.
Steps 6 and 7: SGSN2 sends a Forward_Relocation_Re-
sponse message to SGSN1 to indicate that all resources
for the UE are allocated. SGSN1 forwards this informa-
tion to the source RNC through the Relocation_Command
message.

In Stage III [Fig. 5(c)], the Iur link between the source RNC
and the target RNC is disconnected. The “old” downlink packets
arriving at the source RNC later than the Relocation_Command
message [Step 7 in Fig. 5(b)] are dropped. In this stage, Steps
8–10 switch the SRNC role from the source RNC to the target
RNC.

Step 8: With the Relocation_Commit message, the SRNC
context of the UE is transferred from the source RNC to
the target RNC.
Steps 9 and 10: The target RNC sends a Relocation_De-
tect message to SGSN2. At the same time, the target RNC
sends a RAN_Mobility_Information message to the UE,
which triggers the UE to send the uplink IP packets through
the new path target .

By executing Steps 11 and 12 at Stage IV [Fig. 5(d)], the
target RNC informs the source RNC that SRNC relocation is
successfully performed. Then, the source RNC releases the
system resources for the UE.

Step 11: The target RNC sends the Relocation_Complete
message to SGSN2, which indicates that SRNC reloca-
tion is successfully performed. Then, SGSN2 exchanges
this information with SGSN1 through the Forward_Relo-
cation_Complete and Forward_Relocation_Complete_Ac-
knowledge message pair.
Step 12: Finally, SGSN1 and the source RNC exchanges
the Iu_Release_Command and Iu_Release_Complete
message pair to release the Iu connection in the old path.

Based on the above discussions, Table I compares FSR with
SD and CNB. The following issues are addressed.
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TABLE I
COMPARING FSR WITH SD AND CNB

Packet Duplication. During SRNC relocation, IP packets
are duplicated at the source RNC in SD. Similarly, IP
packets are duplicated at the GGSN in CNB. Packet
duplication will significantly consume system resources.
On the other hand, packet duplication is not needed in the
FSR approach.
Packet Loss. Packet loss may occur in these three ap-
proaches either at the source RNC or at the target RNC.
For SD and FSR, the data packets arriving at the source
RNC may be lost. In SD, the “old” packets are dropped at
the source RNC when the data-forwarding timer expires
[Step 13 in Fig. 3(d)]. In FSR, the “old” packets are
dropped if they arrive at the source RNC later than the
Relocation_Command message [see Step 7 in Fig. 5(b)]
does.

For SD and CNB, the data packets may be lost at the
target RNC. In SD, the target RNC discards the forwarded
packets from the source RNC if these packets arrive at the
target RNC earlier than the Relocation_Commit message
does [Step 7 in Fig. 3(b)]. In CNB, the duplicated packets
may be lost at the target RNC because the packets from the
new path are dropped before the target RNC becomes the
SRNC [see Step 5 in Fig. 4(b)]. On the other hand, since
the packet buffering mechanism is implemented in FSR,
the packets are not lost at the target RNC.
Packet Buffering. To avoid packet loss at the target RNC,
the packet buffering mechanism is implemented in FSR,
which is not found in both SD and CNB approaches.
Out-of-Order Delivery. In SD, two paths (i.e., the for-
warding and new paths) are utilized to simultaneously
transmit the downlink packets [see Step 11 in Fig. 3(d)].
Since the transmission delays for these two paths are not
the same, the packets arriving at the target RNC may not
be in sequence, which results in out-of-order delivery. On
the other hand, this problem does not exist in FSR and
CNB because the target RNC in these two approaches
only processes the packets from one path (either the old
path or the new path) at any time, and the out-of-order
packets are discarded [see Step 5 in Fig. 4(b)].
Extra Signaling. The SD approach follows the standard
SRNC relocation procedure proposed in 3G 23.060 [4].
The FSR approach reorders the steps of the 3G 23.060
SRNC relocation procedure. Both approaches do not in-
troduce any extra signaling cost. On the other hand, CNB
exchanges additional Update_PDP_Context_Request and
Update_PDP_Context_Response message pair [see Step
5 in Fig. 4] between the GGSN and SGSN2, which incurs
extra signaling cost. Note that all three approaches can

Fig. 6. Transmission delays.

be implemented in the GGSN, SGSN and RNC without
introducing new message types to the existing 3GPP
specifications.

In conclusion, SD and CNB require packet duplication that will
double the network traffic load during SRNC relocation. For the
SD approach, it is not clear if the Iu link in the forwarding path
can be directly established between two RNCs. If not, an indi-
rect path source target
is required. Also, it is not clear if the target RNC will be in-
formed to stop receiving the forwarded packets when the data-
forwarding timer expires. Packet duplication is avoided in FSR.
We note that packets may be lost during SRNC relocation for
these three approaches. Packet loss cannot be avoided in SRNC
relocation if we want to support real-time applications. We will
show that packet loss for FSR is not a serious problem in the
subsequent sections.

IV. ANALYTIC MODELING

Since it is not clear how SD correctly functions, we will not
conduct performance analysis for SD. Also, the performance
of CNB is similar to that of FSR, which will be treated in a
separate paper. In this paper, we only model the FSR approach.
As described in the previous section, the routing path of the
downlink packets for the UE is switched from the old path

source target to the
new path target after the GGSN
receives the Update_PDP_Context_Request message [Step 5 in
Fig. 5(b)]. The packets delivered through the old path are lost
if these packets arrive at the source RNC later than the Reloca-
tion_Command message does [Step 7 in Fig. 5(b)]. Therefore,
an important performance measure is the expected number
of lost packets during SRNC relocation. Furthermore,
the packets transmitted through the new path are buffered at
the target RNC if they arrive at the target RNC earlier than
the Relocation_Commit message does [Step 8 in Fig. 5(c)].
Hence, another important performance measure is the expected
number of buffered packets during SRNC relocation.

Fig. 6 denotes the transmission delays among the network
nodes, which are represented by the random variables described
as follows.

The transmission delay between the GGSN and SGSN1.
The transmission delay between the GGSN and SGSN2.
Without loss of generality, we assume that and
have the same distribution.
The transmission delay between SGSN1 and the source
RNC.
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Fig. 7. Timing diagram for computing the number of lost packets.

The transmission delay between SGSN2 and the target
RNC. Without loss of generality, we assume that and

have the same distribution.
The transmission delay between SGSN1 and SGSN2.
The transmission delay between the source RNC and
the target RNC.

Based on the above random variables, we develop an analytic
model to derive the expected numbers of lost and buffered
packets for FSR. The notations used in this paper are listed in
the front.

A. Expected Number of Lost Packets

Consider the timing diagram in Fig. 7. Suppose that the
GGSN receives the Update_PDP_Context_Request message
from SGSN2 at time [Step 5 in Fig. 5(b)]. Tracing back
from , the previous th packet was sent from the GGSN to
SGSN1 at time . Following the assumption widely used in
the literature, we assume that the interpacket arrivals are a
Poisson stream, and the interpacket arrival times
are exponentially distributed with the arrival rate . If the
arrival of the Update_PDP_Context_Request message from
SGSN2 to the GGSN at time is a random observer, then
from the residual life theorem [12] and memoryless property
of the exponential distribution, has the exponential
distribution with mean . Therefore, has an
Erlang distribution with the density function

(1)

For , the transmission delay for the previous th packet
through the path source can be
represented by the random variable . The trans-
mission delay for the signaling messages Update_PDP_Con-
text_Response [Step 5 in Fig. 5(b)], Forward_Relocation_Re-
sponse [Step 6 in Fig. 5(b)] and Relocation_Command [Step 7 in
Fig. 5(b)] through the path
source can be represented by the random variable ,
where is identical to the random variable . The
intervals and have general distributions determined by the
layout and transmission property of the UMTS all-IP core net-
work. We assume that both and have mixed-Erlang density
functions

(2)

where , and

(3)

where . In (2) and (3), , , and deter-
mine the shapes and scales of the distributions. The mixed-Er-
lang distribution is selected because this distribution has been
proven as a good approximation to many other distributions as
well as measured data [7], [9].

The previous th packet is lost if it arrives at the source RNC
later than the Relocation_Command message does. Let be
the number of the lost packets, and define

if the previous th packet is lost
(i.e., )
otherwise

(4)

Then, , and

previous th packet is lost

(5)

The Laplace transforms for , , and respectively, are

(6)

(7)

(8)
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Fig. 8. Timing diagram for computing the number of buffered packets.

Let have the density function and Laplace
transform . Then, from (6)–(8) and the convolution prop-
erty of distributions

(9)

In (5), is rewritten as

(10)

Therefore, the expected number of lost packets can be
computed by using (5), (9), and (10).

B. Expected Number of Buffered Packets

Consider the timing diagram in Fig. 8. Suppose that at time
, the Update_PDP_Context_Response message is sent from

the GGSN to SGSN2 [Step 5 in Fig. 5(b)]. SGSN2 receives
this message at time and issues the Forward_Relocation_Re-
sponse message to SGSN1 [Step 6 in Fig. 5(b)]. SGSN1 receives
the message at and sends the Relocation_Command message
to the source RNC [Step 7 in Fig. 5(b)]. The source RNC re-
ceives the message at time , and transfers SRNS contexts to
the target RNC by using the Relocation_Commit message [Step
8 in Fig. 5(c)]. The message arrives at the target RNC at time .
The transmission delay can be represented by the random
variable . During this period, several
packets may have been sent from the GGSN to the target RNC
through SGSN2. We assume that has a mixed-Erlang distribu-
tion with density function and Laplace transform ,
where for , we have

The th packet was sent from the GGSN at time
through the new path target , and
its transmission delay can be represented by the random variable

. Note that has the same distribution as .
Suppose that packets arrive at the target RNC during

the period (i.e., during the transition of routing path
switching). Then, these packets must be buffered in the target
RNC. From the above discussion, the expected number
of buffered packets at the target RNC is

the th packet is queued in the buffer

(11)
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Let with density function . Then

(12)

where . Let be the term
in (12), which can be ex-

pressed as shown in (13a) and (13b) at the bottom of the page.
Then, (12) is rewritten as

(14)

Consider the case where . From (13a), (14) is
rewritten as

(15)

where

(16)

and

(17)

From (15), we compute the complementary distribution func-
tion of as

(18)

for (13a)

for (13b)
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where

(19)

and

(20)

Let , which has the density function and
Laplace transform . From the convolution rule, it is clear
that

(21)

We derive the probability that as follows:

(22)

From (18), (22) is rewritten as

(23)

where and .
Therefore, the expected number of buffered packets

can be computed by using (11), (23), and (21).
Similarly, for the case where , we substitute (13b)

in (14) to yield

where

C. Validation of Simulation

By using C program, we have developed a discrete simula-
tion model to validate against our analytic analysis. The sim-
ulation model follows the approach we developed in [10], and
the details are omitted. Table II shows several numerical exam-
ples where and have Erlang distribution with the density
function given in (1), and their means (i.e., and )
are and , respectively. We consider the ,

and intervals with Exponential, Erlang-2, and mixed-Erlang
distributions, where ,
and . The output measures are (i.e.,
the probability that the previous second packet arrives at source
RNC later than the Relocation_Command message does) and

(i.e., the probability that the second packet arrives
at the target RNC later than Relocation_Commit message does).
From Table II, decreases and in-
creases as increases. Table II shows that the ana-
lytic analysis and simulation experiments are consistent. Specif-
ically, for all cases considered, the errors are within 0.5%. For
other input parameter values, similar results are observed, which
will not be presented in this paper.

V. PERFORMANCE EVALUATION

Based on the analysis in the previous section, we use numer-
ical examples to investigate the performance of (i.e., the
expected number of lost packets) and (i.e., the expected
number of buffered packets) for the FSR approach. In our ex-
periments, the mixed-Erlang distributions for , , and have
the parameters and



PANG et al.: SERVING RADIO NETWORK CONTROLLER RELOCATION FOR UMTS ALL-IP NETWORK 627

TABLE II
COMPARISON OF THE ANALYTIC AND SIMULATION RESULTS (� = � = 2� , � = � = 2� AND � = 2� )

Fig. 9. E[N ] performance (x and y are mixed-Erlang distributed).

for and 2. Similar results are observed for other
parameter values, which will not be presented here.

By using (5), (9), and (10), Fig. 9 plots as a function
of (i.e., the expected number of ) ranging from
to . The value is selected depending on whether the
SGSNs are located in the same network or different networks.
If the two SGSNs are in the same network, the transmission
delay is the same as that between the GGSN and the SGSN.
Thus, . If these SGSNs are in the different net-
works, may be appropriate. Depending on the
applications being investigated, we consider ,

, and . Note that the 100 Mb/s Fast Ethernet
and 155.52 Mbps STM-1/ATM have been commonly adopted
for Gi (between the GGSN and the SGSN) and Iu (between the
SGSN and the RNC). For real-time applications such as VoIP
and video streaming services, the packet size typically ranges
from 200 to 1500 bytes, and the interpacket arrival time
ranges from 10 to 40 ms. Therefore, our study selects the
values in the range . Fig. 9 shows in-
tuitive results that is an increasing function of , and
is a decreasing function of . This figure indicates that the

performance is reasonably good. For example, when
, the expected number of lost packets for

VoIP application (i.e., ) is 0.006. For video
streaming services (i.e., ), . Also,
when increases from to , is significantly
reduced (i.e., 51%, 52% and 58% reductions for ,

, , respectively). In other words, the FSR
performance can be improved by increasing the speed of the
“ ” link over the “ ” link.

By using (11), (21), and (23), Fig. 10 shows the effects of
and on , where ,

and . In this figure, we consider that
ranges from to . This figure intuitively indicates
that increases as and increase. Since the ex-
pected number of buffered packets at the target RNC is below
3.5 for all cases considered in our study, it is clear that the packet
buffering mechanism does not result in long packet delay (due
to queuing).

VI. CONCLUSION

In 3GPP TR 25.936, SD and CNB were proposed to support
real-time multimedia services in the UMTS all-IP network.
Both approaches require packet duplication during SRNC
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Fig. 10. E[N ] performance (x, y, and z are mixed-Erlang distributed).

relocation, which significantly consume the system resources.
This paper proposed a FSR approach that provides real-time
SRNC switching without packet duplication. In FSR, the
packet buffering mechanism is implemented to avoid packet
loss at the target RNC. We developed an analytic model to in-
vestigate the performance of FSR, which was validated against
the simulation experiments. We note that packet loss cannot
be avoided during SRNC relocation if we want to support
real-time multimedia traffic in the UMTS all-IP network. Our
performance study indicated that packet loss at the source RNC
can be ignored in FSR. Furthermore, the expected number of
buffered packets at the target RNC is small, which does not
result in long packet delay. FSR can be implemented in the
GGSN, SGSN, and RNC without introducing new message
types to the existing 3GPP specifications. As a final remark,
the FSR approach is a U.S. and an R.O.C. pending patents.
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