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Abstract

An innovative watermarking scheme based on genetic algorithms (GA) in the transform domain is proposed. It is robust
against watermarking attacks, which are commonly employed in the literature. In addition, the watermarked image quality is
also considered. In this paper, we employ GA for optimizing both the fundamentally con4icting requirements.

Watermarking with GA is easy for implementation. We also examine the e6ectiveness of our scheme by checking the
7tness function in GA, which includes both factors related to robustness and invisibility. Simulation results also show both
the robustness under attacks, and the improvement in watermarked image quality with GA.
? 2003 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

With the widespread use of Internet and the develop-
ment in computer industry, the digital media, including im-
ages, audios, and video, are easily acquired in our daily life.
Digital multimedia contents su6er from infringing upon the
copyrights with the digital nature of unlimited duplication,
easy modi7cation and quick transfer over the Internet. As a
result, data piracy has become a serious issue. Hence, some
copyright protection schemes need to be employed to con-
quer this problem. In this paper, we concentrate our research
topic on image watermarking for copyright protection.

Digital watermarking for images is one way to embed
the secret information, or the watermark, into the original
image itself to protect the ownership of the original sources
[1–3]. On the one hand, the watermarking schemes can be
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categorized as “visible” and “invisible” watermarking. Com-
parisons between the two schemes are listed as follows:

1. The visible watermarks, for instance, are those company
logos on one corner of the TV screen when we watch
TV programs. Although the logos, or watermarks, are
easily identi7ed, they are usually not robust against image
cropping. Therefore, visible watermarks can be easily
removed from original images.

2. The invisible watermarks are more secure and robust
than the visible watermarks. The embedding locations are
secret, and only the authorized persons with the secret
keys in the watermarking system can extract the secret
watermark. The watermarked image should look similar
to the original one, and should not cause suspicion by
others.

On the other hand, digital watermarking can also be cat-
egorized as “robust” and “fragile” watermarking. Robust
watermarks are designed to have the ability to detect the
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watermark after some image processing operations, called
attacks. After certain attacks and the watermark extraction
process, the extracted watermarks should be highly corre-
lated with the embedded ones. That is, the extracted water-
marks need be recognizable in the robust watermarking sys-
tem. In contrast, for fragile watermarks, they are designed
to become invalid after even the slightest modi7cation of
the watermarked image. Because the watermarks become
undetectable, they do not resist intentional or unintentional
attacks. Therefore, fragile watermarks are mainly used for
authentication purposes.

There are a variety of schemes for embedding the wa-
termark into the original image [4]. Typical schemes for
digital watermarking were based on transform-domain
techniques with discrete cosine transform (DCT) [5–7],
discrete wavelet transform (DWT) [8], discrete Fourier
transform (DFT) [9], spatial-domain methods [10,11],
and vector quantization (VQ) domain schemes [12].
The above-mentioned schemes employ the embedding of
the watermark into some of the selected coeLcients in
their corresponding domains, which might be 7xed in a
pre-determined set of coeLcients. One major disadvantage
for these typical schemes is that during transmission over
the Internet or the mobile channels, the watermarked im-
ages might be processed, or attacked, in order to remove
the existence of the watermark [13,14]. When the attackers
dissolve the relationships between the original multimedia
and the pre-determined set for watermark embedding, the
watermarking capability for copyright protection no longer
exists. Another disadvantage for typical schemes is how
to decide and choose the pre-determined set. For water-
mark embedding in the DCT domain, if we embed the
watermark in the higher frequency bands, even though the
watermarked image quality is good, it is vulnerable to the
low pass 7ltering (LPF) attack. Thus, embedding into the
higher frequency bands coeLcients is not robust, although
the watermarked image quality is assured. In contrast, if
we embed the watermark into the coeLcients in the lower
frequency bands, it should be robust against common im-
age processing attacks such as the LPF attack. However,
embedding in the lower frequency bands will cause the
resulting watermarked image quality greatly degrades to
compare with the original image. This comes from the fact
that the energies of most natural images are concentrated
in lower frequency bands, and the human eyes are more
sensitive to the noise caused by modifying the lower fre-
quency coeLcients. Hence, aside from the two observations
above, some researchers claim to embed the watermarks
into the “middle-frequency bands” to serve as a trade-o6
for watermark embedding in the transform domain [5].

Therefore, from the observations and explanations above,
we make use of genetic algorithm (GA) [15,16] to 7nd
the optimal frequency bands for watermark embedding into
our DCT-based watermarking system, which can simulta-
neously improve security, robustness, and image quality of
the watermarked image. Because the scheme operates in the

transform domain, it contains three main parts, including im-
age transformation, watermark embedding, and watermark
extraction.

This paper is organized as follows.We describe the funda-
mental concepts of genetic algorithms in Section 2. Section
3 demonstrates the algorithm for embedding the watermark
in the DCT domain with GA. Section 4 depicts the water-
mark extraction algorithm. Section 5 illustrates the simula-
tion results, and we also show the superiority of our scheme
over the results proposed by other researchers in this sec-
tion. Section 6 brie4y discusses with the proposed algorithm
and the simulation results. And we conclude this paper in
Section 7.

2. Fundamental concepts of genetic algorithms

Conventional search techniques are often incapable of
optimizing non-linear functions with multiple variables. One
scheme called the “genetic algorithm” (GA), based on the
concept of natural genetics, is a directed random search tech-
nique. The exceptional contribution of this method was de-
veloped by Holland [15] over the course of 1960s and 1970s,
and 7nally popularized by Goldberg [16].

In the genetic algorithms, the parameters are represented
by an encoded binary string, called the “chromosome”. And
the elements in the binary strings, or the “genes”, are ad-
justed to minimize or maximize the 7tness value. The 7t-
ness function generates its 7tness value, which is composed
of multiple variables to be optimized by GA. For every it-
eration in GA, a pre-determined number of individuals will
correspondingly produce 7tness values associated with the
chromosomes. Fig. 1 demonstrates the 4ow chart for a typ-
ical binary GA. It begins by de7ning the optimization pa-
rameters, the 7tness function, and the 7tness value, and it
ends by testing for convergence. According to the applica-
tions for optimization, designers need to carefully de7ne the
necessary elements for training with GA. Then, we are able
to evaluate the 7tness function in addition to the terminating
criteria with the natural selection, crossover, and mutation
operations in a reasonable way [17].

Assuming that we employ GA to search for the largest
7tness value with a given 7tness function. In GA, as shown
in Fig. 1, the core components are depicted as follows.

1. Select mate: A large portion of the low 7tness individuals
is discarded through this natural selection step. Of the N
individuals in one iteration, only the top Ngood individuals
survive for mating, and the bottom Nbad =N −Ngood ones
are discarded to make room for the new o6spring in the
next iteration. Therefore, the selection rate is Ngood=N .

2. Crossover: Crossover is the 7rst way that a GA explores
a 7tness surface. Two individuals are chosen from Ngood

individuals to produce two new o6spring. A crossover
point is selected between the 7rst and last chromosomes
of the parents’ individuals. Then, the fractions of each
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Fig. 1. The 4ow chart of genetic algorithms.

individual after the crossover point are exchanged, and
two new o6spring are produced.

3. Mutate: Mutation is the second way that a GA explores
a 7tness surface. It introduces traits not in the original
individuals, and keeps GA from converging too fast. The
pre-determined mutation rate should be low. Most mu-
tations deteriorate the 7tness of an individual, however,
the occasional improvement of the 7tness adds diversity
and strengthens the individual.

After obtaining the fundamental concepts in GA, we
are able to design an optimized DCT-based watermarking
system with the aid of GA.

3. The embedding algorithm

Let the input image be X with size M × N . Our goal
is to embed a robust watermark into the DCT frequency
bands of X , and have a watermarked reconstruction X ′ after
optimization.

Before the embedding procedure, we need to transform
the spatial domain pixels into DCT domain frequency bands.
We perform the 8 × 8 block DCT on X 7rst and get the

coeLcients in the frequency bands, Y ,

Y = DCT(X) (1)

and

Y =
M=8⋃
m=1

N=8⋃
n=1

Y(m;n): (2)

For one non-overlapping block (m; n) in X , the resulting 64
DCT bands Y(m;n) can be represented by

Y(m;n) =
63⋃
k=0

{Y(m;n)(k)}; 16m6 M
8 ; 16 n6 N

8 :

(3)

Y(m;n)(k) are zigzag ordered DCT coeLcients, which can
be shown in Fig. 2. Afterwards, we are able to embed the
watermark in the DCT domain.

Assuming that the binary-valued watermark to be embed-
ded isW , having size MW ×NW . A pseudo-random number
traversing method [1] is applied to permute the watermark
to disperse its spatial relationship. With a pre-determined
key, key0, in the pseudo-random number generating system,
we have the permuted watermark WP ,

WP = permute(W ; key0): (4)

And we use WP for embedding the watermark bits into the
selected DCT frequency bands.

To embed the binary watermark into the original source,
we need to adopt some relationships, or the polarities, P,
between Y andWP . The meanings of polarities will further
be explained in Eqs. (6) and (7). The frequency set, F ,
which will take both the imperceptibility and robustness
requirements into account, will be chosen to embed WP

after GA-training. For each 8× 8 non-overlapping block in
the image, only the coeLcients in (64 × MW · NW =M · N )
frequency bands will be included in the frequency set, F ,
which are then modi7ed for watermark embedding. Before
GA training, the frequency set can be expressed by

F =
M=8⋃
m=1

N=8⋃
n=1

{F(m;n)(i) = Y(m;n)(k)}; (5)

wherek=1; 2; : : : ; 63,and i=0; 1; : : : ; (64·MW ·NW =M ·N−1)
are the randomly selected (64 ·MW · NW =M · N ) frequency
bands in F out of the 63 AC coeLcients in the DCT do-
main (except for the DC coeLcient) in each block. In our
algorithm, the DC coeLcient of every block is 7xed for the
reference in watermark embedding. We randomly choose
the frequency bands in each 8 × 8 block for the initializa-
tion of the zeroth iteration in GA. One example for ran-
domly choosing the frequency bands is illustrated in Fig. 2,
where the four colored blocks, or the 6th, 9th, 12th, and 29th
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Y(m,n)(0) Y(m,n)(1) Y(m,n)(5) Y(m,n)(6) Y(m,n)(14) Y(m,n)(15) Y(m,n)(27) Y(m,n)(28)

Y(m,n)(2) Y(m,n)(4) Y(m,n)(7) Y(m,n)(13) Y(m,n)(16) Y(m,n)(26) Y(m,n)(29) Y(m,n)(42)

Y(m,n)(3) Y(m,n)(8) Y(m,n)(12) Y(m,n)(17) Y(m,n)(25) Y(m,n)(30) Y(m,n)(41) Y(m,n)(43)

Y(m,n)(9) Y(m,n)(11) Y(m,n)(18) Y(m,n)(24) Y(m,n)(31) Y(m,n)(40) Y(m,n)(44) Y(m,n)(53)

Y(m,n)(10) Y(m,n)(19) Y(m,n)(23) Y(m,n)(32) Y(m,n)(39) Y(m,n)(45) Y(m,n)(52) Y(m,n)(54)

Y(m,n)(20) Y(m,n)(22) Y(m,n)(33) Y(m,n)(38) Y(m,n)(46) Y(m,n)(51) Y(m,n)(55) Y(m,n)(60)

Y(m,n)(21) Y(m,n)(34) Y(m,n)(37) Y(m,n)(47) Y(m,n)(50) Y(m,n)(56) Y(m,n)(59) Y(m,n)(61)

Y(m,n)(35) Y(m,n)(36) Y(m,n)(48) Y(m,n)(49) Y(m,n)(57) Y(m,n)(58) Y(m,n)(62) Y(m,n)(63)

Fig. 2. The mathematical representations for the zigzag ordered DCT coeLcients Y(m;n)( · ). The randomly selected bands for watermark
embedding are shown in colored positions.

Fig. 3. The block diagram for watermark embedding in the GA-based watermarking system.

AC coeLcients, {Y(m;n)(6); Y(m;n)(9); Y(m;n)(12); Y(m;n)(29)}
in block (m; n), denote the four randomly selected fre-
quency bands to embed the watermark bits. However,
randomly selecting the bands might cause the degradation
in watermarked image quality and its robustness. Thus,
by applying GA, the DCT frequency bands are chosen in
F for WP to watch both the watermarked image quality
and the robustness under certain attacks in every training
iteration. Consequently, GA determines the embedding

locations in the DCT domain in Eq. (5). The block diagram
for illustrating watermark embedding with GA is shown in
Fig. 3.

Once the bands in the frequency set F are selected in
the training process, we designate the mapping between i
and k in Eq. (5) as the secret key, key1. After completing
GA training, key1 is transmitted over an open network by
integrating cryptography with our watermarking technology
[18]. Next, we generate a reference table, R={R(i)}; i∈F ,
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with the DCT coeLcients in every frequency band Y by
using the ratios between the DC and AC coeLcients, which
is denoted by

R(i) =
M=8∑
m=1

N=8∑
n=1

(
Y(m;n)(0)
Y(m;n)(i)

)
; i∈ [1; 63]: (6)

We use the DC value of every block, e.g., Y(m;n)(0) in
Y(m;n) of block (m; n), as a reference value, and produce the
relationships among the DC value of one block, the current
AC coeLcients for embedding, and the reference table
for further operation with WP . Then, we can calculate the
polarities, P =

⋃M=8
m=1

⋃N=8
n=1

⋃
i∈F{P(m;n)(i)}, of the DCT

coeLcients in the frequency set by

P(m;n)(i)=

{
1 if (Y(m;n)(i) · R(i))¿ Y(m;n)(0); i∈F ;
0 otherwise;

(7)

Y ′
(m;n)(i)=




Y(m;n)(i) if P(m;n)(i)

=WP(m;n)(i) = 0; i∈F ;
Y(m;n)(i) + 1 if P(m;n)(i)

= 0 and WP(m;n)(i) = 1;

i∈F ;
Y(m;n)(i) if P(m;n)(i)

=WP(m;n)(i) = 1; i∈F ;
Y(m;n)(i)− 1 otherwise:

(8)

Y remains unchanged if i �∈ F . Next, we obtain the water-
marked DCT coeLcients for every frequency band, Y ′,

Y ′ =
M=8⋃
m=1

N=8⋃
n=1

63⋃
k=0

{Y ′
(m;n)(k)}: (9)

After embedding with the polarities in every GA iteration,
we are able to perform inverse DCT on Y ′, and get the
watermarked image of the current iteration, Xc,

Xc = inverse DCT(Y ′): (10)

According to the de7nitions in statistics, the mean squared
error (MSE) between the original and watermarked images
is de7ned by

MSEc =
1

M · N
M∑
i=1

N∑
j=1

(X (i; j)− Xc(i; j))2; (11)

where X (i; j) and Xc(i; j) denote the pixel value at position
(i; j) of the original image X and the watermarked images
of the current iteration c, Xc, respectively. Consequently,

the watermarked image quality is represented by the peak
signal-to-noise ratio (PSNR) between X and Xc, formulated
the by

PSNRc = 10 log10 ·
(

2552

MSEc

)
(dB): (12)

Next, we apply the attacking schemes on Xc, and the at-
tacked images associated with the attacking schemes are de-
noted by X ′

c;p, where p is the number of attacking schemes.
There is a watermark attacking benchmark, called “Stir-
mark” [19], to evaluate the robustness of the watermark-
ing algorithms. Not all watermarking applications require
robustness to all possible signal processing operations. In
addition, the watermarked image after attacks needs to be
worthy of using or transmitting by others; therefore, some at-
tack like image-cropping is not employed in our GA training
procedure. In this paper, we employ three major attacking
schemes from Stirmark, namely, low-pass 7ltering (LPF)
attack [20], median 7ltering (MF) attack [20], and JPEG
attack with quality factor of 80% [21], hence p=3. We ex-
tract the watermarks fromX ′

c;p, and calculate the normalized
cross-correlation (NC) values [1,5] between the embedded
watermarks and the extracted ones. The NC between the
embedded watermark,W (i; j), and the extracted watermark,
W ′(i; j), is de7ned by

NC =

∑MW
i=1

∑NW
j=1 [W (i; j) ·W ′(i; j)]∑MW

i=1

∑NW
j=1 [W (i; j)]2

; (13)

which is the cross-correlation normalized by the energy of
the watermark to give unity as the peak correlation.

After obtaining the PSNR in the watermarked image and
the three NC values after attacking, we are ready to start the
GA training process. According to the de7nition of GA, we
need to assign the 6tness function in the cth iteration with

fc = PSNRc +
p∑
h=1

(NCc;h · �c;h); (14)

where fc, p, and �c;h are the 7tness value, the number
of attacking schemes and the weighting factors for the NC
values, respectively [15]. In Eq. (14), PSNRc plays the role
of imperceptibility measure, while NCc;h plays the role of
robustness measure. Because the PSNR values are dozens
of times larger than the associated NC values in the GA
7tness function, we need to magnify the NC values with
the weighting factors �c;h in the 7tness function to bal-
ance the in4uences caused by both the imperceptibility and
robustness requirements [17].

Completing the whole procedures in one iteration, we
feedback the selected individuals, or the watermarked im-
ages survived with the larger 7tness values of the current
iteration, Xc, for further training with the crossover, mu-
tation, and selection procedures in the next GA iteration.
After completing the pre-determined number of iterations,
we output both the watermarked image, X ′, and the secret
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Fig. 4. The block diagram for watermark extraction in the GA-based
watermarking system.

key from Eq. (5), key1, and transmit them to the receiver
over the Internet or the wireless channels, which are de-
picted in Fig. 3. For transmitting the secret key, key1, we
can integrate cryptography with our watermarking schemes
to protect the copyright in an open network such as the In-
ternet [18].

4. The extraction algorithm

In extracting the watermarks, the original image X is not
required in our algorithm. However, the optimized water-
marked image might be subject to some intentional or unin-
tentional attack, and the resulting image after attack is rep-
resented by X ′′. We calculate the DCT of the watermarked
image after attackingY ′′, in the attackedX ′′, with the secret
key corresponding to the frequency set F , key1. We then re-
produce the estimated reference table R′ from the attacked
X ′′ by following the operations in Eq. (6), and we are able
to extract the permuted watermark,

W ′
P; (m;n)(i) =

{
1 if Y ′′

(m;n)(i) · R′(i)¿ Y ′′
(m;n)(0) ∀i;

0 otherwise;
(15)

W ′
P =

M=MW−1⋃
m=0

N=NW−1⋃
n=0

W ′
P; (m;n)(i); i∈F : (16)

Finally, we use key0 in Eq. (4) to acquire the extracted
watermark W ′ from W ′

P ,

W ′ = inverse permute(W ′
P; key0): (17)

The block diagram for illustrating watermark extraction
in the GA-watermarking system is depicted in Fig. 4.

5. Simulation results

In our simulation, we take the well-known test im-
age, Lena, with size 512 × 512, as the original source,
which is shown in Fig. 5. We have the embedded wa-
termark, rose, with size 128 × 128, shown in Fig. 6.
Hence, the number of bits to be embedded in one 8 × 8
non-overlapping block is 1282=5122 · 64 = 4. Next, tak-
ing the frequency set in Ref. [5] to be the initial set F ,
i.e., F = {Y(m;n)(14); Y(m;n)(15); Y(m;n)(16); Y(m;n)(27)}; for
every block in our simulation. After watermark embedding

Fig. 5. The original test image Lena with size 512× 512.

Fig. 6. The watermark rose with size 128× 128.

in the DCT domain, we take the inverse DCT, and obtain
the watermarked image for the zeroth iteration. We apply
three attacks, namely, LPF, MF, and JPEG compression
with quality factor 80% attacks mentioned above. Next, the
resulting PSNR of the watermarked image, and the three
NC values after attacking, work together to evaluate the
7tness function.

In the GA training process, we choose ten individuals for
every iteration, with the crossover rate of 0.25 and mutation
rate of 0.05. The training iterations are set to 200. The 7ve
individuals with larger 7tness values are reserved for the
new individuals in the next iteration, thus the selection rate
is 0.5. We simulate two cases with the di6erent weighting
factors. For simplicity, we use p=3, �c;h=10 and �c;h=30,
∀c; h; in Eq. (14).
The watermarked images with our algorithm are depicted

in Figs. 7 and 8, and their corresponding extracted wa-
termarks after attacks are represented in Figs. 9 and 10.
They are also tabulated in Tables 1 and 2 by comparing the
PSNR and NC values with the increase of iteration numbers.
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Fig. 7. The watermarked image at the 0th iteration in GA.
PSNR = 30:19 dB.

Fig. 8. The watermarked image at the 200th iteration in GA.
PSNR = 34:79 dB.

Figs. 7 and 8 represent the watermarked image at the 0th and
200th iteration in GA, with the PSNR of 30.19 and 34:79 dB,
respectively. Figs. 9(a)–(c) show the extracted watermarks
at the 0th iteration with the initial set F , and Figs. 10(a)–(c)
demonstrate their corresponding ones at the 200th iteration.
We can observe the improvements in both the watermarked
image quality and the NC values after certain attacks with
the aid of GA. By observing the data in Tables 1 and 2, we
7nd that both the PSNR and NC values increase with the

Fig. 9. The extracted watermarks and the NC values at the 0th
iteration of the proposed algorithm under various attacking methods
with � = 10.

Fig. 10. The extracted watermarks and the NC values at the 200th
iteration of the proposed algorithm under various attacking methods
with � = 10.

increase of iteration numbers. The selection of � would in-
4uence both the watermarked image quality and the robust-
ness measure at the 7nal output X ′ in Fig. 3 if we change
the weighting factor � when we compare the results in Ta-
bles 1 and 2. As we mentioned in Section 2, we need to
balance the in4uences caused by the elements in the GA 7t-
ness function in Eq. (14). Because the typical watermarked
image quality is in the range of 30–40 dB, and the NC val-
ues may approach 1, if we set �c;h = 10, we have the better
results in Table 1. In contrast, if we set �c;h = 30, the re-
sults in Table 2 are inferior to those in Table 1, because we
superimpose the e6ects caused by NC.

In our algorithm, the bands for the watermark to be em-
bedded, {F(m;n)(i)}, di6er from one block to another. The
selected bands also di6er from one test image to another.
Therefore, from a statistical point of view, we record the
number of occurrence in the 63 embedded frequency bands
in all the blocks within our test image, and the histogram is
shown in Fig. 11 for test image Lena. From the simulation
data with � = 10, we observe that Y (6), Y (9), Y (11), and
Y (12) are the four bands to acquire the best 7tness value.
A simple application of the best bands that we acquire is
to replace the random selection of embedded bands in Ref.
[5] by the best bands after GA training. Both our algorithm
and the algorithm in Ref. [5] embed a binary logo into the
original image. In Table 3, the PSNR and NC values with
the method in Ref. [5] are inferior to our results with the
best band after GA training. If there are limitations in prac-
tical implementations of our algorithm, we can directly use
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Table 1
The PSNR and NC values for Lena under di6erent GA iterations with � = 10

Iteration PSNR (dB) NC1 (LPF) NC2 (MF) NC3 (JPEG)

0 30.19 0.5261 0.5759 1.0
50 34.61 0.7245 0.7768 1.0
100 34.73 0.7361 0.7901 1.0
150 34.77 0.7413 0.7933 1.0
200 34.79 0.7426 0.7947 1.0

Table 2
The PSNR and NC values for Lena under di6erent GA iterations with � = 30

Iteration PSNR (dB) NC1 (LPF) NC2 (MF) NC3 (JPEG)

0 30.19 0.5261 0.5759 1.0
50 33.31 0.6861 0.7350 1.0
100 33.77 0.7011 0.7516 1.0
150 33.97 0.7077 0.7604 1.0
200 34.09 0.7101 0.7634 1.0

Fig. 11. The best band vs. number of occurrence plot with �= 10
for the whole watermarked image. We observe that Y (6), Y (9),
Y (11), and Y (12) are the ones with the best 7tness values for
embedding Lena.

the frequency bands with the largest number of occurrences
for embedding the watermark bits into every block of the
test image, i.e., we embed the watermark into the same fre-
quency bands for every 8 × 8 block. Although the simula-
tion results are not good enough as those after GA training,
they are better than the results with random selection of fre-
quency bands in Ref. [5].

We also conduct experiments on the two other
well-known test images pepper and baboon. The his-

tograms for the occurrences of frequency bands with �=10
are illustrated in Figs. 12 and 13, respectively. The best
four bands for pepper are Y (9), Y (10), Y (11), and Y (12),
and their counterparts for baboon are also Y (9), Y (10),
Y (11), and Y (12). By comparing the three histograms
from Figs. 11 to 13, we can see that the distributions
in the three histograms are somewhat di6erent because
of the di6erent spatial domain characteristics of the test
images, although the best four frequency bands for both
pepper and baboon are the same. Therefore, GA provides
an e6ective means for designing a robust watermarking
system to deal with the original images with di6erent
characteristics.

Besides the LPF, MF, and JPEG attacks employed in the
GA training process, we also test the e6ectiveness of our
algorithm to cope with the image-cropping attack. We per-
form attacks on the watermarked image by cropping 10%,
25%, and 40% of its surroundings. The resulting image with
40% cropping is shown in Fig. 14 for reference. We use
key1 in Eq. (5) for watermark extraction. The extracted wa-
termarks under di6erent cropping attacks are illustrated in
Figs. 15(a)–(c), by cropping 10%, 25%, and 40% of ar-
eas in the watermarked image, respectively. The extracted
watermarks survive well even under the cropping by 40%
attack by using the proposed algorithmwith GA. This proves
the e6ectiveness of our algorithm.

Other attacking schemes, including some popular attacks
in Stirmark [19], will be carefully chosen, and will be in-
tegrated into the GA-based watermarking algorithm in our
future research. It is also the future work to test our algo-
rithms for more attacks other than the image-cropping at-
tacks presented in Fig. 15.
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Table 3
The PSNR and NC values comparisons for Lena between the best bands trained with � = 10 and the bands in Ref. [5]

Selected ands PSNR (dB) NC1 (LPF) NC2 (MF) NC3 (JPEG)

Results in Ref. [5] Y (14), Y (15), Y (16), Y (27) 30.19 0.5261 0.5759 1.0
Our results Y (6), Y (9), Y (11), Y (12) 32.52 0.6624 0.7134 1.0

Fig. 12. The best band vs. number of occurrence plot with �= 10
for the whole watermarked image. We observe that Y (9), Y (10),
Y (11), and Y (12) are the ones with the best 7tness values for
embedding pepper.

Fig. 13. The best band vs. number of occurrence plot with �= 10
for the whole watermarked image. We observe that Y (9), Y (10),
Y (11), and Y (12) are the ones with the best 7tness values for
embedding baboon.

6. Discussions

The goal of GA is to 7nd an optimized solution under
several con4icting requirements. In this paper, we select the

Fig. 14. Watermarked image attacked by cropping 40% of its sur-
roundings.

Fig. 15. The extracted watermarks under di6erent attacking
schemes. (a) Cropping by 10%. (b) Cropping by 25%. (c) Crop-
ping by 40%.

two con4icting requirements for typical watermarking sys-
tems, namely, the watermarked image quality and the robust-
ness of the watermarking algorithm. The simulation results
in Section 5 also prove the e6ectiveness of our GA-based
watermarking algorithm.

We observed the following points in our discussion for
this paper:

1. In the 7tness function, the parameters to be optimized
are the watermarked image quality, represented by PSNR
values, and the robustness of extracted watermarks, rep-
resented by NC values. Because PSNR values are dozens
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of times larger than the NC values, we need to increase
the in4uences cased by NC values. From the simulation
results, we 7nd that when we set the weighting factor to
10, we get better results. It is because there are three at-
tacks associated with the corresponding NC values, con-
sequently, for �= 10, the e6ects caused by the two con-
4icting requirements might be balanced. Therefore, it is
important to determine the con4icting requirements asso-
ciated with their weighting factors in the 7tness function
before designing the GA-based watermarking system.

2. The parameters in GA should be carefully chosen to ob-
tain the optimized output within a reasonable period of
time. The number of individuals in our simulations is set
to 10, and attacking schemes are limited to 3. With the
settings above, the resulting computation time per itera-
tion is 2 minutes with a Pentium-IV 1:8 GHz computer.
Therefore, parameter selection is important to produce
a good or acceptable output while keeping a reasonable
time for computation.

3. It is clear that not all watermarking applications require
robustness to all possible signal processing operations.
In this paper, we aim at coping with the attacks to re-
move high frequency redundancies, which are commonly
employed in literature. Also, some image-cropping at-
tacks are also tested and the algorithm is robust to the
image-cropping attack. We can change the other attack-
ing schemes by substituting the attacking modules in the
GA training process.

4. After GA training with the three test images above,
the best four bands for watermark embedding are
{Y (6); Y (9); Y (11);
Y (12)} and {Y (9); Y (10); Y (11); Y (12)}, respectively.
Among the 63 AC frequency bands, the bands that
we selected 7t the assumption of the middle-frequency
bands, as explained in Section 3.

5. The 7tness value in GA increases with the increase in
iteration numbers. And we can see the improvements
in both the watermarked image quality, from 30.19 to
34:79 dB, and the NC values, from 0.5300 to 0.7426,
if we take the LPF attack for instance. Therefore, GA
provides an e6ective means for watermarking, with the
carefully determined 7tness function.

6. As we see from the watermark embedding procedure in
Fig. 3, every block therein is a separate module in build-
ing the whole system. Hence, we can change the attack-
ing schemes by substituting the blocks for attacking in
Fig. 3. The proposed system is also applicable to water-
marking in the spatial domain or in the wavelet domain,
by changing the DCT embedding algorithm into the spa-
tial or wavelet embedding algorithms. We may also sub-
stitute the attacking modules by other attacking schemes
in literature. And this adds the 4exibility for the applica-
tion of the proposed structure. We can also employ the
human visual system (HVS) model [2,3,14] for evaluat-
ing the watermarked image quality, and this part of work
is being in progress for the future works of this paper.

7. Conclusion

A robust algorithm for DCT-based GA-watermarking has
been presented in this paper. It is robust because we make
use of GA to train the frequency set for embedding the
watermark. In addition to the robustness of the proposed
algorithm, we also improve the watermarked image quality
with the aid of GA.

Simulation results reveal that if we just borrow the con-
cepts of existing algorithms, both the watermarked image
quality and the NC values of the extracted watermarks after
certain attacks will be poor. Hence, GA o6ers a systematic
way to consider the improvements of the 7tness functions.
With the simulation results under a variety of attacking tech-
niques, we are able to claim its robustness and superiority
over the existing algorithm with the proposed techniques. In
comparison with the existed methods, watermark embedding
with our scheme can get better-watermarked image qualities
and the higher NC values in the extracted watermarks.

Acknowledgements

This work was supported by National Science Council
(Taiwan, ROC) under Grant No. NSC91-E-2219-151-002.

References

[1] F.A.P. Petitcolas, R.J. Anderson, M.G. Kuhn, Information
hiding—a survey, Proc. IEEE 87 (7) (1999) 1062–1078.

[2] F. Hartung, M. Kutter, Multimedia watermarking techniques,
Proc. IEEE 87 (7) (1999) 1079–1107.

[3] D. Artz, Digital steganography: hiding data within data, IEEE
Internet Comput. 5 (3) (2001) 75–80.

[4] C.I. Podilchuk, E.J. Delp, Digital watermarking: algorithms
and applications, IEEE Signal Process. Mag. 18 (4) (2001)
33–46.

[5] C.T. Hsu, J.L. Wu, Hidden digital watermarks in images, IEEE
Trans. Image Process. 8 (1) (1999) 58–68.

[6] J.R. Hernandez, M. Amado, F. Perez-Gonzalez, DCT-domain
watermarking techniques for still images: detector
performance analysis and a new structure, IEEE Trans. Image
Process. 9 (1) (2000) 55–68.

[7] W.C. Chu, DCT-based image watermarking using
subsampling, IEEE Trans. Multimedia 5 (1) (2003) 34–38.

[8] M. Barni, F. Bartolini, A. Piva, Improved wavelet-based
watermarking through pixel-wise masking, Image Process.
IEEE Trans. Image Process. 10 (5) (2001) 783–791.

[9] J.J.K. O’Ruanaidh, W.J. Dowling, F.M. Boland, Phase
watermarking of digital image, Proceedings of the IEEE
International Conference on Image Processing, Vol. 3,
Lausanne, Switzerland, 1996, pp. 239–242.

[10] N. Nikolaidis, I. Pitas, Robust image watermarking in the
spatial domain, Signal Process. 66 (1998) 385–403.

[11] C.I. Podilchuk, W.J. Zeng, Image-adaptive watermarking
using visual models, IEEE J. Sel. Areas Commun. 16 (4)
(1998) 525–539.



C.-S. Shieh et al. / Pattern Recognition 37 (2004) 555–565 565

[12] H.-C. Huang, F.H. Wang, J.S. Pan, ELcient and robust
watermarking algorithm with vector quantisation, Electron.
Lett. 37 (13) (2001) 826–828.

[13] S. Craver, N. Memon, B.-L. Yeo, M.M. Yeung, Resolving
rightful ownerships with invisible watermarking techniques:
limitations, attacks, and implications, IEEE J. Sel. Areas
Commun. 16 (4) (1998) 573–586.

[14] S. Voloshynovskiy, S. Pereira, T. Pun, J.J. Eggers, J.K. Su,
Attacks on digital watermarks: classi7cation, estimation based
attacks, and benchmarks, IEEE Commun. Mag. 39 (8) (2001)
118–126.

[15] J.H. Holland, Adaptation in Natural and Arti7cial Systems,
The University of Michigan Press, Ann Arbor, MI,
1975.

[16] D.E. Goldberg, Genetic Algorithms in Search, Optimization
and Machine Learning, Addison-Wesley, Reading, MA, 1992.

[17] M. Gen, R. Cheng, Genetic Algorithms and Engineering
Design, Wiley, New York, NY, 1997.

[18] A. Piva, F. Bartolini, M. Barni, Managing copyright in open
networks, IEEE Internet Comput. 6 (3) (2002) 18–26.

[19] F.A.P. Petitcolas, Image watermarking—Stirmark,
http://www.cl.cam.ac.uk/∼fapp2/watermarking/stirmark,
2000.

[20] R.C. Gonzalez, R.E. Woods, Digital Image Processing,
Addison-Wesley, Reading, MA, 1992.

[21] W.B. Pennebaker, J.L. Mitchell, JPEG: Still Image Data
Compression Standard, Van Nostrand Reinhold, New York,
1993.

About the Author—CHIN-SHIUH SHIEH received the B.S. degree in Electronic Engineering from National Taiwan Institute of Technology,
Taiwan, in 1989, and the M.S. degree in Electrical Engineering from National Taiwan University, Taiwan, in 1991. His current research
interests are in self-learning fuzzy systems using evolutionary techniques, computer networking, and various issues in vector quantization.

About the Author—HSIANG-CHEH HUANG received the B.S., M.S. and Ph.D. degrees in Electronics Engineering from National Chiao
Tung University, Taiwan, ROC, in 1995, 1997, and 2001, respectively. Currently, he is a post-doctor researcher in the Department of
Electronics Engineering, National Chiao Tung University, Taiwan, ROC. His current research interests include pattern recognition and image
processing.

About the Author—FENG-HSING WANG received the B.S. degree in Electronic Engineering from National Kaohsiung University of
Applied Sciences, Taiwan, ROC. Currently, he is a Ph.D. candidate in the School of Electrical and Information Engineering, University of
South Australia, Adelaide, Australia. His current research interests include computer architecture and image processing.

About the Author—JENG-SHYANG PAN received the B.S. degree in Electronic Engineering from the National Taiwan Institute of
Technology, Taiwan, in 1986, the M.S. degree in Communication Engineering from National Chiao Tung University, Taiwan, ROC in 1988,
and the Ph.D. degree in Electrical Engineering from the University of Edinburgh, UK, in 1996. Currently, he is a Professor in the Department
of Electronic Engineering, National Kaohsiung University of Applied Sciences, Taiwan, ROC. He is also an advisor of postgraduate students
both in the Department of Electrical and Information Engineering, University of South Australia and the Department of Automatic Test and
Control, Harbin Institute of Technology. He has published more than 35 international journal papers and 70 conference papers. His current
research interests include pattern recognition, information security and data mining.

http://www.cl.cam.ac.uk/~fapp2/watermarking/stirmark

	Genetic watermarking based on transform-domain techniques
	Introduction
	Fundamental concepts of genetic algorithms
	The embedding algorithm
	The extraction algorithm
	Simulation results
	Discussions
	Conclusion
	Acknowledgements
	References


