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Scrapping Small Lots in a Low-Yield
and High-Price Scenario
Muh-Cherng Wu, Chie-Wun Chiou, and Hsi-Mei Hsu

Abstract—Some wafers in a lot may become spoiled after
they are processed at a workstation; such a lot is called a small
lot. In a low yield and high price scenario, scrapping small lots
may increase revenue and profit; yet, this notion has seldom
been examined. This study presents a model for formulating
the decision-making problem of scrapping small lots. A genetic
algorithm is used to solve the problem when the solution space
is large. An exhaustive search method is used when the solution
space is small. Some numerical examples are used to evaluate
the outcome of scrapping small lots. The profit obtained by the
proposed scrapping method may be up to 23% higher than that
obtained without scrapping.

Index Terms—Bottleneck, high price, low yield, product intro-
duction, small lots.

I. INTRODUCTION

I N SEMICONDUCTOR wafer fabrication, a factory (com-
monly called a fab) includes around 100 workstations, each

of which has many functionally identical machines. A wafer
normally requires 300–600 operations before it is completed,
and each operation is performed in a workstation. The wafer
fabrication process is called a reentry system because a wafer
may visit a workstation several times. In practice, the hundreds
of operations are often grouped into several tens of layers. A
layer includes a sequence of operations, and one of the opera-
tions is processed at a photo workstation. To reduce manage-
ment complexity, some decision-making problems are solved at
the granularity of layers rather than operations.

A wafer in a semiconductor fab is transported in a fixed-size
batch. Such a batch is called a wafer lot (or a lot, for short)
that normally includes 25 wafers. Due to yield problems, some
wafers in a lot during processing may become spoiled and
cannot be processed further. The number of good wafers in a
lot is then less than 25; such a lot is called a small lot. A lot
that includes 25 good wafers is called a full lot. For reasons of
quality, wafers in different small lots usually cannot be merged
into a single lot. Such merging may further reduce the yield of
small lots in their remaining operations. Our interviews with
experienced process engineers reveal that the merge of small
lots will greatly reduce the yield, particular in steppers and
chemical mechanical polishing (CMP) machines. Therefore, in
practice, small lots are usually not merged.
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The manufacturing cost per wafer for a small lot, in some
workstations, is higher than that of a full lot. Machines in a semi-
conductor fab are generally classified into two types, series type
and batch type. The processing unit of a series-type machine is
a wafer, while that of a batch-type machine is a batch of lots. A
batch-type machine in one run (including one operation) may si-
multaneously process a batch up to six lots, over which the run-
ning costs are equally distributed. The running cost per wafer
for a small lot on a batch-type machine is therefore higher than
that for a full lot. In contrast, a series-type machine in one run
processes a single wafer. The running cost per wafer on a se-
ries-type machine is, therefore, independent of lot size.

A semiconductor fab may face a decision problem about the
scrapping of small lots. For example, given a small lot of 12
good wafers and with ten layers remaining to be processed,
should the fab keep the lot for further processing or scrap it?
Keeping the small lot until its completion will create revenue,
while scrapping the lot provides an opportunity for processing
new full lots. As stated, the manufacturing cost per wafer for a
small lot exceeds that for a full lot. These cost/revenue factors
should all be included when making the decision to scrap.

Making an effective decision to scrap small lots is very im-
portant, particularly at a low-yield and high-price scenario. The
wafer yield of a fab may be quite low due to the introduction
of advanced processes (e.g., low- or copper processes) or
new technologies (e.g., 0.13 or 0.09 m). The wafer yield for
a newly launched product might be very low due to the use of
advanced processes or technologies. Our interviews with some
wafer fabs in industry reveal that the wafer yield for 90-nm
process technology was in the range of 30%–50% in 2002.
Semiconductor companies generally would prefer to introduce
the low-yield but new products to the market for two reasons.
First, an early introduction tends to attract future customers and
increase market share. Second, the price at this stage is often
high enough that a low-yield production may still be profitable.
The decision problem for scrapping small lots is, therefore,
very important in a low-yield and high-price scenario.

Much literature on semiconductor yield modeling and its ap-
plications has been published [5], [14], [18]. Yet, very few study
the decision for scrapping small lots in semiconductor manufac-
turing. Daigle and Powell propose a formalized management
procedure to reduce wafer scraps [4]. Wu et al. analyzed the
tradeoff factors of the scrap decision problem [22].

Based on the cost of yield, Maynard et al. proposed a heuristic
method in IBM for the scrap decision of wafers [16], [17]. The
heuristic method only suggests the layers at which small lots
should be scrapped and cannot not determine the threshold for
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scrapping a small lot. That is, they cannot determine how small
a lot should be scrapped. Moreover, the opportunity cost for
releasing new wafers is not modeled in their studies.

Interviews from industrial workers reveal that the decision
of scrapping small lots is often made using the following two
methods.

The first method is to set a universal threshold at each layer
for scrapping small lots. For example, if the universal threshold
is set to five, then any small lots with five or fewer wafers should
be scrapped. This practice has two drawbacks. First, the deter-
mination of the threshold is heuristic. A cost and benefit analysis
for such a heuristic rule is not available. Second, the threshold
for various layers is fixed, but it should be different for each
layer to possibly yield a better solution.

The second method is called the sunk cost approach. For a
small lot about which a decision to scrap is to be made, the
costs incurred in processing are sunk costs [3], [15]. The sunk
cost method states that the sunk costs of the lot are past costs
and therefore nothing to do with the scrapping decision; only
future revenues and costs of the lot should be considered. That
is, a small lot should be kept if its expected final revenue ex-
ceeds the remaining processing costs. Otherwise, the small lot
should be scrapped. The sunk cost method sounds reasonable.
However, the scrapping of a small lot provides an opportunity
for manufacturing new lots, given limited capacity. A small lot
may produce profit, but scrapping it and releasing the capacity
to new lots might create more profit. The sunk cost approach is,
therefore, deficient in neglecting the cost/benefit analysis and
the opportunity provided by scrapping small lots. The benefit of
releasing more new lots by scrapping small lots is called oppor-
tunity cost [3], [15].

This paper develops a mathematical model for the decision
problem of scrapping small lots in a semiconductor fab. Based
on the model, a genetic algorithm is proposed for making the
scrapping decisions at each layer. However, when the number
of low-yield layers is few, the exhaustive search method is used
to determine the associated scrapping rules. Simulation experi-
ments show that scrapping small lots as proposed may consid-
erably increase profit.

The remainder of this paper is organized as follows. Section II
describes the mathematical model of the problem. Section III
explains the genetic algorithm. Section IV presents the assump-
tions and the cost data of the semiconductor fab used in the test
examples. Section V compares the solutions of the proposed
approach with those of other decision-making methods. Con-
cluding remarks are presented in Section VI.

II. MODEL

This section presents a model for formulating the decision
problem of scrapping small lots in a semiconductor fab. As-
sumptions of the semiconductor fab are first discussed. The no-
tation of the model is introduced and subsequently explained
with reference to a simplified fab. Finally, the decision problem
is formulated and the complexity of the solution space is ana-
lyzed to explain the proposed use of a genetic algorithm to solve
the problem.

A. Assumptions Concerning the Semiconductor Fab

The semiconductor fab of interest produces only one product
and involves two types of workstations, the series type and the
batch type. Let represent the bottleneck of the series-type
workstations and represent the bottleneck of the batch-type
workstations. Here, the bottleneck represents the most highly
utilized one in a specified group of workstations. and
of the fab are assumed to have been identified. According to the
theory of constraints (TOC) [10]–[13], the capacity of the fab is
limited either by or , according to which is more highly
utilized. Section V will demonstrate that in a low-yield environ-
ment, the bottleneck of a fab may switch between and ,
primarily depending upon where the low-yield layers are. The
decision problem is considered for a specified time horizon so
that the available run time (or capacity) of each workstation is
known.

B. Notation

Parameters
total number of layers;
total number of wafers in a full lot;
capacity (available run time) of ;
capacity (available run time) of ;
required run time of an operation processed by at
layer ; ;
required run time of an operation processed by at
layer ; ;
number of lots simultaneously processed by ;
price of the product;
fixed cost of the fab;

processing cost per lot at layer , ;
;

processing cost for a lot with wafers at layer ;

yield matrix at layer , ; ;
;

probability that a lot with wafers becomes one with
wafers, after completing the operations at layer ;

if then

if then

Variables
distribution of output lots at layer when only

one lot is released to the fab, , ;
;

number of output lots that carry wafers at layer when
only one lot is released to the fab;

distribution of output lots at layer ,
, ;

number of output lots that carry wafers at layer ;
total number of output wafers at layer

;
total number of output lots at layer ;
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decision vector for scrapping small lots;
threshold for scrapping small lots at layer ,
and ;

scrapping matrix at layer , ;
; ;

a binary variable (0 or 1)

if and then

if and then

if and then

if and then

number of input lots that can fully utilize the bottleneck
of the fab, when is applied in the fab.

C. Example to Explain Notation and Model

Without loss of generality, a simplified semiconductor fab is
considered to clarify the above notation. The process comprises
three layers (Fig. 1) and a full lot carries three wafers

. Suppose that within the time horizon, wafer lots are
released to the fab (e.g., ). Let represent [0 0 0 1].
The distribution of wafer lots , the number of total good
wafers , and the total number of lots at the wafer
start station (layer 0) can be expressed as follows:

In these expressions, implies that no lot
carries fewer than three wafers at layer 0. denotes
that each of the 1000 lots has three wafers. The total number of
wafers is 3000 and the total number of lots is
1000.

Due to the yield problem, some wafers in a full lot may
become spoiled after undergoing a layer of operations. The
resulting lot may consequently become a small lot, which
carries zero, one, or two wafers. Suppose that the following
matrix describes the yield distribution after layer 1 is
passed. For a full lot that has just passed layer 1, the probability
that it becomes a lot with 0, 1, 2, or 3 wafers is ,

, , or , respectively. For
, and when denotes that

the lots with fewer than three wafers are unchanged, though no
such lot exists at layer 0

Fig. 1. Simplified process route for manufacturing a semiconductor product.

After the operations in layer 1 are finished without applying
any scrapping rule, the distribution of wafer lots and the
associated and can be computed as

These expressions reveal that 60 full lots now become small
lots, of which ten lots have zero wafers, 20 have one wafer,
and 30 have two wafers. The remaining 940 lots still have three
wafers. The total number of wafers is 2900 and the total
number of lots is only 990.

In the simplified fab, the threshold for scrapping a small
lot must be either 1 or 2 because a full lot includes three
wafers. Let the threshold for scrapping small lots at layer 1
be one wafer, . The scrapping matrix at layer 1,

, can be expressed as follows. denotes
that lots with zero or one wafer should be scrapped, while

denotes that lots with two or more wafers
should be kept for further processing

After the scrapping rule is implemented, the expression
of can be modified as follows, where represents the
yield matrix and denotes the scrap matrix. Notice that
the wafer lots that carry a single wafer are now scrapped, that
is, . The total number of lots falls to 970 be-
cause 20 lots with one wafer have now been scrapped. The total
number of wafers is reduced to 2880

For a product with layers, let the yield matrix and
the scrapping rule at each layer be known. Suppose
wafer lots are released to the fab, that is, where
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. Following the above procedure, , the
distribution of output wafer lots at layer can be expressed as

The distribution of the final output lots is , the total
number of final output wafers is . The scrapping decision
at each layer forms a decision vector ,
where is a decision variable. Changing the scrapping
decision vector will change the number of output wafers

. Notably, because no scrapping is required at
the last layer .

As stated, represents the bottleneck of series-type work-
stations. Suppose each output wafer must visit once at each
layer, and the processing time at layer is . When wafer lots

are released to the fab and a scrapping decision vector
is predefined, the required run time (or used capacity) of
can be expressed by formulated below. No-

tably, the subscript runs from 0 to because the input lots
to layer is and the number of wafers to be processed at
layer is . Also, and are variables, that is, the uti-
lized capacity of depends upon how and are

The used capacity of the bottleneck should
equal the available capacity . Let be the number of
input lots required to utilize fully . Then, can be
determined as

As stated, represents the bottleneck of batch-type work-
stations. Suppose that each lot must visit once at each
layer. The processing time for a batch of lots at layer is .
The batch-type workstation , during each operation, must
process a batch of lots simultaneously (for example, ).
When wafer lots are released to the fab and a scrapping deci-
sion vector is given, the required run time (or used capacity)
of is

To utilize fully the capacity of , the used capacity
should equal the available capacity . Let

represent the number of wafer lots that should be released
to the fab to utilize fully. Then, can be determined
as

, the maximum number of wafer lots that must be released
to the fab to utilize the fab capacity fully, is then determined as

The manufacturing costs of a wafer can be classified into
two types: variable and fixed. A fixed cost item is a constant
over the time horizon, independent of how many wafers are pro-
duced. The variable costs (here called processing cost) are unit
based. That is, the processing cost per unit is a constant. For a
series-type machine, the processing cost per wafer is a constant;
while for a batch-type machine, the processing cost per lot is a
constant. Therefore, the processing cost per lot is higher for a
lot of more wafers. That is, monotonically increases with .

In the simplified fab, suppose the cost per raw wafer is $100,
and at layer 1 the processing cost per lot for the batch-type ma-
chines is $50; the processing cost per wafer for the series-type
machines is $10. Then, and can be expressed as below,
where includes two components, $50 for using the
batch-type workstation to process a lot and $20 for using the se-
ries workstation to process two wafers. is the cost of
two raw wafers

The total variable cost ( ) of manufacturing and the total
revenue associated with all the wafers released to the fab
are expressed below. The first term in represents the raw
wafer cost, and the second item is the processing cost. Notably,
the input to layer is . In , represents the total
number of output wafers, and represents the price

D. Mathematical Formulation

Following the preceding discussion, the decision problem of
scrapping small lots can be mathematically formulated as fol-
lows. The objective function is the profit to be maximized, of
which the first item is the total revenue; the second term is the
total variable cost, and the third item represents the total
fixed cost. Notably, represents the decision variables;
and both depend on .

Subject to

(1)

(2)
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(3)

(4)

(5)

(6)

if (7)

In the above equations, refers to the scenario in which only
one lot is released to the fab. In this one-lot-released scenario,
represents the output at layer after the yield problem and scrap-
ping rules are addressed; represents the number of output
wafers at layer and indicates the number of output lots
at layer . Equation (4) gives the maximum number of lots
that must be released to the fab to utilize the capacity fully. The
first term in (4) is the maximum number of lots that must be re-
leased to utilize fully, and the second term is the maximum
number of lots that must be released to fully utilize . Equa-
tion (5) determines , the output at layer when lots are
released to the fab. Equation (6) determines , the total
number of wafers output by the fab.

Equation (7) denotes that the scrapping threshold at an up-
stream layer should not be smaller than that at a downstream
layer. Otherwise, it is an irrational decision. For example, a
solution with and is invalid. Based on such
scrapping rules, a small lot with three wafers will pass layer 1
but will be scrapped at layer 2. This implies that the processing
of this lot at layer 2 is useless. That is, even if the yield of this lot
at layer 2 is 100%, the lot should still be scrapped. Therefore,

for is an dispensible constraint in the formulated
problem.

E. Analysis of the Problem

The problem of interest is formulated as a nonlinear math-
ematical model in the above. The objective function is a quite
complex nonlinear function, by carefully examining (1) and (4).
For the cases with four critical layers, Section V will show that
the objective function in the discrete solution space is multi-
modal. Moreover, the number of local maximum points of this
objective function is unpredictable, ranging from 9 to 31 in
five testing cases where each includes four low-yield layers.
Observing these complex properties, we proposed the use of a
genetic algorithm to solve the problem when the solution space
is large. However, when the solution space is small (for example,
including three critical layers or less), an exhaustive search is
performed to solve the problem.

III. GENETIC ALGORITHM

The techniques of the genetic-based algorithm (GA), first
proposed in the 1970s [1], [6], [12], have been widely applied
to various areas [8], [9]. Much literature has demonstrated that
GAs represent powerful techniques for solving problems that in-

volve a large space. GA techniques have been applied to semi-
conductor manufacturing applications, such as developing op-
eration recipes [11], [19], scheduling [2], identifying potential
deadlock set [20], and improving cluster tool performance [7].
However, GA techniques have not been used in solving the for-
mulated scrap decision problem.

A GA is an iterative procedure that maintains a constant-sized
population of candidate solutions (chromosomes). During
each iteration step , called a generation, new chromosomes
are generated by applying genetic operators to current chro-
mosomes. Each existing and newly generated chromosome is
evaluated for its fitness value, which denotes the quality of the
solution that it represents. Based on these evaluations, a set of
chromosomes is selected to form the new population .
The procedure is repeated until the termination conditions are
met.

To design a genetic algorithm, a method for representing a
chromosome, the genetic operators, a fitness function, a selec-
tion strategy for generating a new population, and termination
conditions must all be defined.

A. Representing a Chromosome and Generating Initial
Population

A chromosome in the proposed GA is a decision vector for
scrapping small lots , which is represented by the following
string of positive integers, where represents the threshold
for scrapping small lots at the critical layer and represents
the number of critical layers

The vector is called a chromosome; is called a gene. By
considering the constraint in (7), a valid solution (chromosome)
should be: , if . Let be the total number
of chromosomes in the population . The initial population

is created by randomly generating valid chromosomes.
That is, an integer representing is randomly selected from
the interval , and is randomly
selected from the interval .

B. Fitness Function

The purpose of defining a fitness function is to evaluate the
quality of a solution. In the proposed GA, the objective function
models the profit for each scrap decision and is chosen as the
fitness function.

C. Crossover and Mutation Operators

Our GA defines two genetic operators, crossover and muta-
tion, for creating new chromosomes. For the chromosomes in

, we randomly select a pair of chromosomes (parents) and
generate a random number . If , then the crossover
operation is performed on the pair, where is a predefined
crossover probability.

A crossover operation proceeds as follows. A gene position
(called the crossover point) is randomly selected. The segments
to the right of the crossover point of a chromosome are ex-
changed with those in the other chromosome of the pair. Let
the pair of chromosomes to be crossed be and



60 IEEE TRANSACTIONS ON SEMICONDUCTOR MANUFACTURING, VOL. 17, NO. 1, FEBRUARY 2004

. Suppose that a crossover point (:) has been
chosen as indicated. The resulting two offspring chromosomes
would be and . Notice that
an offspring chromosome that is invalid (e.g., ) is discarded,
because it does not meet the constraint in (7).

Let represent the set including the pair of parent chro-
mosomes, and represent the set that includes the valid off-
spring chromosomes. We then generate a random number .
If (a predefined mutation probability), a mutation
operation is to be performed on a chromosome selected as
follows. If , then is the one randomly chosen from .
If , then is the one randomly chosen from .

The mutation operation on the selected chromosome pro-
ceeds as follows. A gene position is randomly selected, and
its value is replaced by an integer randomly chosen from the in-
terval . The rationale for choosing random mutation
is to prevent the solution from being trapped to local optimal
points. The crossover and mutation operations are repeatedly
carried out until new and valid chromosomes are created.

D. Selection Strategy

The chromosomes in population and the new chro-
mosomes created by crossover and mutation, totally in
number, are placed in a pool, which are sorted in descending
order according to their fitness values. Let the sorted chro-
mosomes be represented by . Then,
chromosomes are selected to form population by the
following procedure, where denotes a predefined survival
rate.

Step 1) Select the first ranking chromosome

; / counting the number of selected chromosomes /
; / the currently concerned chromosome /

Step 2) Select the other chromosomes
; /for the next concerned chromosome /

Generate a random number
If then and , else

continue.
If then stop, else go to Step 2).

E. Terminating Conditions

Population is iteratively updated until the termination
conditions are met. There are two termination conditions. First,
the GA terminates when the best solution in keeps the same
for over generations. Second, the GA is forcedly terminated
when , where is a positive large integer.

IV. ASSUMPTIONS CONCERNING TEST EXAMPLES

Solutions of the decision problem for a semiconductor fab
in various scenarios are analyzed. This section presents the
assumptions made about the semiconductor fab. These assump-
tions are based on the data of a real fab in industry, with
reasonable simplifications. Some important characteristics are
analyzed using numerical examples. The method for estimating
the yield matrix is also discussed.

TABLE I
VARIABLE PROCESSING COST PER LOT AT LAYER i, C = [c ]

A. Assumptions and Analysis of Test Examples

In the examples, the semiconductor fab produces only one
product. The time horizon for decision making is one month.
The process route has 20 layers , and a full wafer lot
includes 25 wafers . The monthly fixed cost is

, the largest fraction of which is machine depreciation.
The raw wafer cost is $81.6 per wafer, that is, and

. The variable processing cost per wafer is the
same for each layer , . Table I gives ;
the cost item monotonically increases with the number of
wafers in a lot. The cost of processing a lot without a wafer
is zero,

In the fab, and are constants for each layer . As stated,
is the run time per wafer layer on . The unit of capacity

of is a wafer layer because each of its operations is per-
formed on individual wafers at each layer. In the following ex-
pression, the capacity of is 900 000 wafer layers (that is,

), where denotes the total
number of wafer layers processed by when only one lot is
released to the fab; represents the number of input wafers
at layer

In a very high-yield environment, if
wafer layers (25 wafers 20 layers), then 1800 lots
(900 000/500) must be released to the fab to utilize
fully. In contrast, if wafer layers in a
low-yield environment, then 3000 (900 000/300) lots should be
released to utilize fully.

The capacity unit of is a batch layer because each op-
eration is performed on individual batches at each layer. In the
example, a batch is assumed always to have six lots ,
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so the unit of capacity of is then a lot layer. In the fol-
lowing expression, the capacity of is 42 000 lot layers

, where denotes the number
of lot layers when only one lot is released to the fab; rep-
resents the number of input lots at layer

In the high-yield environment considered above, if
lot layers (1 lot 20 layers), then

2100 lots (42 000/20) must be released to utilize fully. In
contrast, in the low-yield environment, if
lot layers, then 2800 (42 000/15) lots must be released to utilize

fully.
In the high-yield environment, can accommodate 1800

input lots while can accommodate 2100 lots. The fab can,
therefore, accommodate up to 1800 lots and is the bottle-
neck of the fab. In the low-yield environment, can accom-
modate 3000 input lots while can only accommodate 2800
lots. Therefore, the fab can accommodate up to 2800 lots and

is the bottleneck of the fab. In summary, the bottleneck of
the fab is either or according to the distribution of
small lot sizes in the fab, which is determined by the yield ma-
trices and the scrapping rules.

B. Yield Matrix

Of the 20 layers of the process route, some have 100% yield
and are called noncritical layers. The others, with low yield, are
called critical layers. In the real world, the yield distribution at
each layer can be obtained by collecting the data from the shop
floor. In this example, the binomial distribution is assumed to
estimate the yield matrix associated with a critical layer.

Let the average yield at a critical layer be . The method for
estimating the yield matrix can be interpreted as
tossing a coin. Processing a lot with wafers at the critical layer
is like tossing a coin times, where the probability of obtaining
a head in one toss is . The probability of transforming a lot
with wafers into one with wafers equals that of obtaining
heads in tosses

for

for

The yield matrix for the simplified fab described in Section II,
in which a full lot includes three wafers, is described as follows,
where the probability of obtaining two quality wafers out
of processing three is :

V. ANALYSIS AND COMPARISON OF SOLUTIONS

The solutions in three scenarios are analyzed and compared.
Scenario S1 concerns the fab with only one critical layer. Sce-
nario S2 concerns the fab with two critical layers. Scenario S3
concerns the fab with four critical layers. In scenarios S1 and
S2, the exhaustive search method is implemented in finding ,
while in scenario S3, the proposed GA is used. The selling price
per wafer in each scenario is .

Some interesting findings from the following solution anal-
ysis are first summarized here.

1) The proposed scrapping method outperforms both the
sunk-cost method and the no-scrapping method when the
critical layers are in the upstream. Yet, there may be no
difference when the critical layers are in the downstream.

2) The fab bottleneck shifts between and , de-
pending upon the location of critical layers (CLs). The
fab bottleneck is when CLs are in the upstream and
shifts to when CLs are in the downstream.

3) The revenue and profit tends to increase as the critical
layers moves toward upstream.

A. Scenario S1

Three cases in scenario S1 will be considered. In the first, no
scrapping rules are applied such that . In the second, the
sunk-cost method is applied to scrap small lots. In the third, the
scrap rule proposed herein is applied. Let refer to the critical
layer in S1. The average yield at is . Tables II–IV
show that the selling price per wafer in scenario S1 is so high
that the company still makes profit even with 40% average wafer
yield.

Case 1: Applying No Scrap Rule in S1: Table II summarizes
the results for scenario S1 when no scrap rule is applied. For
various , the fab bottleneck, the number of input lots, the
revenue, the variable costs, and the profit are analyzed below.

First, the shift of the fab bottleneck is analyzed. Table II
indicates that the fab bottleneck may be either or
depending upon the location of . For , the
batch-type workstation is the fab bottleneck because

. For , the series-type workstation
is the fab bottleneck because .

The shift of the fab bottleneck can be understood by com-
paring an example for which with one for which

. When , small lots are generated at the output of layer
1. The average number of wafers per lot at each layer is

for , and (25 wafers 40% yield) for
. Consequently, and

lots . Since each input lot at layer 1 is
a full lot, for . For ,

There-
fore, and ;

lots. The batch-type work-
station is thus the bottleneck of the fab when .

When , small lots are generated at the output
of layer 20. The average number of wafers per lot at
each layer is for and
for . Therefore, and
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TABLE II
RESULTS OF SCENARIO S1 WITHOUT APPLYING SCRAP RULE

lots (900 000/500). Now each lot is a full
lot before layer 20 is reached, for .
Therefore, and lots;

lots. The series-type
workstation is, therefore, the bottleneck of the fab.

Second, the number of input lots and the revenue are ana-
lyzed. Table II reveals that decreases as moves down-
stream. For example, lots when and

lots when . Each input lot on average
produces ten output wafers for both and .
When , each input lot at layers 2–20 carries an average
of only ten wafers. Consequently, more lots must be released to
utilize fully the capacity of . Increasing the number of input
lots increases revenue. Therefore, when the critical layer is an
earlier one, the revenue is higher.

Third, the variable costs and profit are analyzed. Table II re-
veals that when is the bottleneck of the fab

, the variable costs increases as moves downstream. This
property is analyzed as follows. The total number of input lots
is the same for . When , the input lots
at layer 1 are full lots; when , the input lots at layers
1 and 2 are full lots. The distributions of input lots for

are the same for both and . The vari-
able costs when are, therefore, higher than that when

.

When is the bottleneck of the fab, the variable costs for
generally decline as moves downstream ex-

cept when for two reasons. First, the number of input
lots decreases as moves downstream. Therefore, fewer lots
are processed so variable costs decrease, essentially explaining
why the variable costs at exceeds those at .
Second, as in the above analysis, the variable costs per lot in-
crease as moves downstream, essentially explaining why the
variable costs at exceeds those at . Table II
indicates that the profit falls as moves downstream, implying
that revenue is the primary cause of the change in profit.

Case 2: Applying the Sunk-Cost Method In S1: The sunk
costof a small lot that faces a scrap decision at layer is the as-
sociated processing costs that have already be spent, that is, the
processing cost from layer 1 to . The sunk cost method has
two important features. First, the sunk cost of a small lot is irrel-
evant to the decision of scrapping. Second, a small lot should not
be scrapped if the revenue from its final output wafers exceeds the
remaining variable costs. Otherwise, the lot should be scrapped.

This method is clarified by the following example in which
. Suppose a lot with only one wafer faces a scrapping

decision at layer 2. Should lot be scrapped or kept at layer 2?
The number of remaining layers of lot is 19
and each has 100% yield. Lot , if not scrapped, will carry only
one wafer throughout the remaining layers. The final output will
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TABLE III
RESULTS OF SCENARIO S1 BY APPLYING THE SUNK-COST METHOD

be one wafer and the revenue will be $2898. The remaining
variable costs are . Lot
should be scrapped because its final revenue is less than the
remaining variable costs. Alternatively, suppose a lot car-
rying two wafers also faces a scrapping decision at layer 2.
The final output will be two wafers with an associated rev-
enue of . The remaining variable costs are

. Lot , therefore, should not be
scrapped because its final revenue exceeds the remaining vari-
able costs.

Scenario S1 involves only one critical layer. Therefore, only
a threshold at layer needs to be defined to establish
the decision vector . That is, for

. Table III indicates that the threshold for
and for . Since

is either 1 or 0, the results of applying the sunk cost method
(Table III) and those obtained by applying no scrapping rule
(Table II) are quite similar. In a very high price scenario, the
sunk-cost method tends to yield results close to those obtained
by the no-scrapping method because the revenue of a lot with
one wafer always exceeds the remaining costs. Tables III and II
reveal exactly the same results because the number of small lots
with only one wafer is very low, only around 0.01 lots

.
Case 3: Applying the Optimum Scrapping Rule in S1: In

Case 3, an exhaustive search is performed to identify the op-
timum threshold to be applied in S1 for .
With reference to Table IV, when , the bottleneck
of the fab is . The optimum scrapping threshold is

wafers; that is, a lot with nine or fewer wafers
input to layer 2 should be scrapped. The number of input lots
is 3513, around higher than

TABLE IV
APPLY OPTIMUM SCRAP RULES TO SCENARIO S1

that in Case 1 (Table II). Each input lot on average produces
wafers, about 33% fewer than in Case 1.

With more input lots, the total variable cost in Case 3 is a little
higher than in Case 1. Consequently, the profit in Case 3 greatly
exceeds that in Case 1, by about .
The last column in Table IV shows the percentage difference
between the profit in Case 3 and that in Case 1.

Scrapping small lots enables more new wafer lots to be fab-
ricated and has two effects. First, it might increase the output
of wafers and, therefore, revenue. Second, it might increase
the total variable cost because more wafers are processed. The
scrapping threshold is selected to optimize the trade off between
the two effects.

When the critical layer is a downstream layer, the optimum
decision tends to be not to scrap. The scrap threshold in
Tables II–IV is 0 for . When , each
lot processed between layer 1 and 19 is a full lot; a decision
to scrap is made at layer 20. Scrapping a small lot at layer 20
provides very little space to release new lots. Suppose a lot
carries one wafer and faces a decision to scrap at layer 20. If
lot is scrapped, releases capacity of 1.0 wafer layer to
fabricate new lots. This released capacity provides space for
around wafers new lots. With a
40% yield at layer 19, the newly released lots will produce
approximately 0.002 wafers output wafers.
Furthermore, the new release increases the variable costs by

. Conversely, when not scrapped, lot
produces 1.0 output wafer. Lot should, therefore, not be

scrapped.
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TABLE V
RESULTS OF SCENARIO 2

B. Scenario S2

Scenario S2 refers to the fab with two critical layers, CL1 and
CL2. The average yield is 63.2% at both CL1 and CL2 so the
average yield of the fab is 40% . The exhaustive
search method is used to determine the optimum scrap rules.

Table V summarizes the results obtained under various com-
binations of CL1 and CL2 in scenario S2, when the proposed
scrap decision is made. The profit in S2 when the proposed
scrapping rule applied is higher than that obtained when no
scrapping rule is applied. Columns six and seven in Table V
present the actual and fractional difference in profit between the
two cases.

Let Case(S2, CL1, CL2) refer to a case in scenario S2. Table V
shows that the profit declines as the two critical layers move
farther apart. For example, the profit in Case(S2, 2, 3) exceeds
that in Case(S2, 2, 6). Tables IV and V reveal that the profit in
Case(S2, 2, 3) is less than that in S1 when , implying that
the yield problem had better be identified as early as possible.

Notice that Case(S2, CL3, CL4) is a case which attempts to
model a product produced by a real fab in 2000, at that time the
price is pretty high and the yield is quit low due to introducing
new process technology for the product. Table V reveals that the
profit margin can increase about 5.7% by applying the proposed
scrapping method.

C. Scenario S3

Scenario S3 concerns the fab with four critical layers, CL1,
CL2, CL3, and CL4. The average yield at each critical layer is
79.4% so the average yield of the fab is 40% (i.e., ).
The proposed GA, coded in EXCEL with built-in VBA [21], is
used to find the optimum scrap rules. A personal computer with
2.4-GHz CPU is used to run the GA program. Table VI shows
the solutions obtained by the GA in five testing cases of scenario
S3. The parameters of the GA are set as follows: ,

, , , and . The determina-
tion of these parameters is by experiment. Some other parameter

TABLE VI
SOLUTIONS OBTAINED BY THE PROPOSED GA IN FIVE CASES OF SCENARIO S3

AND THE NUMBER OF LOCAL MAXIMUM POINTS (NUMBER OF LMP) IN

EACH SOLUTION SPACE

TABLE VII
NUMBER OF GENERATIONS WHEN GA TERMINATED (N ) IN DIFFERENT

PARAMETER SETTINGS

settings have been tried and all produce the same final solution.
Table VII shows the numbers of generations at the termination
of the GA for these parameter settings.

For benchmarking, the exhaustive search method is also per-
formed. Notice that the exhaustive search excludes in advance
the chromosomes that do not meet the constraint set in (7). This
exclusion greatly reduces the computation time for space search.
In each case of Table VI, the solution obtained by the GA and
that obtained by the exhaustive search method is exactly the
same. As known, GAs inherently only ensure a near-optimum or
local-optimum solution. However, the testing results show that
the proposed GA seems to be a very good method in solving
the formulated problem. In each case, the GA takes about 3 min
in computation and the exhaustive search method takes about
30 min. To justify the reliability of the GA, we run each case 20
times with different random seeds for generating initial popula-
tions. The 20 obtained solutions are also exactly the same. Fig. 2
shows the evolution process of the 20 runs in testing case 1.

From the data obtained by the exhaustive search, we find
that the objective function in the solution space is multimodal.
The last column in Table VI shows the number and location of
local maximum points in each case, which ranges from 9 to 31.
Table VIII presents the distribution of the local maximum points
in Case 1. The complex multimodal property of the objective
function implies that GA is a good approach to solve the formu-
lated problem. A sensitivity analysis for price changing is also
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Fig. 2. Evolution process of 20 runs of case 1 in Scenario 3 (money unit: million U.S. dollars).

TABLE VIII
NINE LOCAL MAXIMUM POINTS IN CASE 1 OF SCENARIO S3

examined. Table IX shows that the scrapping threshold tends to
increase when the price is getting higher. Moreover, the scrap-
ping decision is relatively stable when the price does not sub-
stantially change. In the low-yield and high-price scenario, the
impact of cost change is quite small. Its sensitivity analysis is,
therefore, not presented here.

Our experiments show that the exhaustive search takes about
1 min of computation for a case including three critical layers.
Therefore, we suggest the use of the exhaustive search method
when the number of critical layers is less than or equal to 3;
otherwise, the GA is suggested.

Notice that the profit in the first row of Table IV considerably
exceeds that of Table VI. The first row in Table IV concerns a
fab with layer 1 as the only one critical layer and its yield is 40%.
The first row in Table VI concerns a fab with four critical layers,
layers 1, 3, 5, and 7; each has a yield 79.4%, so the average yield
of the fab is also 40%. This property implies that moving low
yield layers upstream tend to increase the profit. This finding
can also be confirmed by comparing the seventh row of Table IV
(layer 7 is the only critical layer with 40% yield) and the first
row of Table VI.

TABLE IX
SCRAPPING THRESHOLDS AND PROFITS IN

DIFFERENT AVERAGE SELLING PRICES

VI. CONCLUDING REMARKS

This study formulates a model for solving the deci-
sion-making problem concerning the scrapping of small lots
in semiconductor wafer fabs. This problem is very important,
especially in a low-yield and high-price scenario. Such a
scenario occurs quite often, especially when a new product
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using advanced processes or technologies is just being intro-
duced to the market. The demand is high, yet the yield of the
product is very low. Scrapping small lots appropriately in such
a scenario can increase profit, but this idea has been rarely
considered in previous literature. This paper may be the first to
mathematically formulate the problem.

When the number of low-yield layers is less than or equals
three, the exhaustive search method is suggested to solve the
formulated problem. Otherwise, the proposed GA is suggested.
The GA inherently ensures only a near-optimum solution. How-
ever, in each of our five testing cases, the GA always yields the
optimum solution. The proposed scrapping method consider-
ably outperforms both the sunk-cost method and the no-scrap-
ping method when the critical layers are in the upstream. Yet,
there may be no difference when the critical layers are in the
downstream.

Solutions of the numerical examples reveal the following
two interesting phenomena concerning a low yield fab. First,
given a single process route, the bottleneck of the fab may
switch between a series-type workstation and a batch-type
workstation. Suppose that the bottleneck of a fab is a series-type
workstation. Low yield at a downstream layer provides very
few opportunities for releasing new wafer lots; the series-type
workstation thus remains the bottleneck. In contrast, low yield
at an upstream layer provide the opportunity to release more
wafer lots. The number of input lots can only be increased
up to the capacity of the batch-type workstation. A batch-type
workstation might consequently become the fab bottleneck.

Second, the difference between the profit obtained by scrap-
ping and that obtained without scrapping is substantial when
the low yield layers are upstream. The difference is less signif-
icant when the low yield layers are downstream. This finding
implies that a low yield at downstream layers will cause most
of the early-used capacity useless. Developing effective means
of increasing the yield of the downstream layers is, therefore,
crucial, even at the cost of reducing the yield upstream.
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