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Abstract

In this paper, we present a new method for fuzzy information retrieval based on multi-relationship fuzzy con-
cept networks. There are four kinds of fuzzy relationships in a multi-relationship fuzzy concept network, i.e.,
“fuzzy positive association” relationship, “fuzzy negative association” relationship, “fuzzy generalization” rela-
tionship and “fuzzy specialization” relationship. By performing fuzzy inferences based on the multi-relationship
fuzzy concept network, the fuzzy information retrieval system can retrieve documents containing concepts that
are not directly speci6ed by the user but are somehow related to the user’s query. In order to perform fuzzy
inferences more e9ciently, we use concept matrices to represent the degrees of fuzzy relationships between
concepts in a multi-relationship fuzzy concept network. By calculating the transitive closures of concept matri-
ces, the implicit degrees of fuzzy relationships between concepts are obtained. Multiple degrees of satisfaction
that a document satis6es the user’s query with respect to the fuzzy relationships between concepts are calcu-
lated. These satisfaction degrees are aggregated according to the user’s speci6cation to 6nd the most relevant
documents with respect to the user’s query. The proposed fuzzy information retrieval method is more :exible
and more intelligent than the one we presented in (IEEE Trans. Systems Man Cybernet.—Part B: Cybernet.
29(1) (1999) 126).
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1. Introduction

In [19], Lucarella pointed out that imprecise and uncertain information comes from three ma-
jor aspects in an information retrieval system environment including the representations of users’
queries, the representations of documents, and the relevance relationships between users’ queries and
documents. In order to represent and process the imprecise and uncertain information in information
retrieval systems, the fuzzy set theory [28,29] has been applied to information retrieval systems
[1,2,4–7,11,13–15,17–21]. In [2], Bordogna et al. proposed a fuzzy document representation method
which can support user adaptation in information retrieval systems. In [1], Bezdek et al. presented a
method to calculate the transitive closures of fuzzy thesauri for information retrieval systems. In [7],
we used concept matrices and document descriptor matrices to model concept networks for fuzzy
information retrieval. In [6], we proposed an information retrieval method based on interval valued
fuzzy concept networks, where the degrees of association between concepts are represented by in-
terval values. In [4], we proposed an information retrieval method based on extended fuzzy concept
networks, where the relationships between concepts can be one of the four fuzzy relationships, i.e.,
fuzzy positive association relationship, fuzzy negative association relationship, fuzzy generalization
relationship and fuzzy specialization relationship [16]. In [5], we proposed an information retrieval
method based on fuzzy valued concept networks, where the degrees of association between concepts
are represented by fuzzy numbers. In [11], Jing et al. proposed an approach to construct collection-
dependent association thesauri automatically using large full-text document collections. In [13], Kim
et al. proposed a personalized web search engine using fuzzy concept networks with the link struc-
ture. In [14], Kim et al. proposed a query term expansion and reweighting method which consider
the term co-occurrence within the feedbacked documents. In [15], KLoczy et al. proposed a method
using fuzzy tolerance and similarity relations in fuzzy information retrieval systems. In [17], Kraft
et al. explored several ways of using fuzzy clustering techniques in information retrieval systems,
where the most important one is to capture the relationships among index terms. They used the fuzzy
logic rules to represent the association relationships between index terms and to form the basis of
the association mechanism. In [18], Larsen et al. presented a method to use fuzzy relational the-
sauri for solving classi6catory problem in information retrieval systems and expert systems. In [19],
Luearella discussed the design and implementation issues for a fuzzy information retrieval system
using a knowledge-based approach. In [20], Lucarella et al. presented a concept network structure
which acts as a knowledge base for fuzzy information retrieval. In [21], Miyamoto proposed two
approaches for information retrieval through fuzzy associations.

However, the methods presented in [6,7,20] are restricted since the actual relationships between
concepts cannot be explicitly speci6ed in their concept network models. In [4], in order to overcome
the drawbacks of [6,7,20], we have extended the fuzzy concept networks in [6,7] based on [16] to let
the concepts be explicitly linked by one of the four fuzzy relationships, i.e., fuzzy positive associa-
tion relationship, fuzzy negative association relationship, fuzzy generalization relationship and fuzzy
specialization relationship. Furthermore, in [4], we also proposed some methods to deal with users’
queries based on the extended fuzzy concept networks for fuzzy information retrieval. However,
there are still some drawbacks in [6], i.e., in a extended fuzzy concept network, each pair of con-
cepts can be related to each other by only one kind of relationship. However, since the relationship
between concepts may vary from diMerent perspectives, the precise relationship between concepts
may be di9cult to de6ne. For example, the “internet” and the “intranet” are two concepts regarding
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computer networks and they are antonym concepts if the network size is concerned. However, they
also can be regarded as similar concepts due to the fact that they essentially deal with connecting
computers together. In [22], Miyamoto pointed out that there are no theoretical reasons to avoid
multiple fuzzy relationships de6ned at the same time between each concept pair. Therefore, if we
can let the concept pairs in fuzzy concept networks have multiple relationships simultaneously, then
the fuzzy information retrieval systems can deal with the users’ queries in a more :exible and more
intelligent manner.

In this paper, we extend the work we presented in [4] to allow multiple fuzzy relationships
between each pair of concepts in fuzzy concept networks, where each relationship has its own
strength. Multiple degrees of satisfaction that a document satis6es the user’s query are individ-
ually calculated when considering each kind of fuzzy relationship between concepts. Then, these
multi-relationship satisfaction degrees are aggregated according to the user’s speci6cation to 6nd
the most relevant documents with respect to the user’s query. Since the concept pairs in a multi-
relationship fuzzy concept network can have multiple relationships simultaneously, the proposed
fuzzy information retrieval method is more :exible and more intelligent than the existing
methods.

The rest of this paper is organized as follows. In Section 2, we brie:y review the de6nitions of
concept networks and extended fuzzy concept networks from [4,20], respectively. In Section 3, we
present the de6nitions of multi-relationship fuzzy concept networks. In Section 4, we present a fuzzy
information retrieval method based on multi-relationship fuzzy concept networks. In Section 5, we
use an example to illustrate the proposed fuzzy information retrieval method. The conclusions are
discussed in Section 6.

2. Concept networks and extended fuzzy concept networks

In [20], Lucarella et al. proposed a fuzzy information retrieval method based on concept networks.
A concept network includes nodes and directed links, where each node represents a concept or a
document. A link associated with a real value � between zero and one connecting two distinct concept
nodes means that these two concepts are semantically related with strength �, where �∈ [0; 1]. A
link with a real value � between zero and one connecting a concept node and a document node
means that the content of this document contains the linked concept with strength �, where �∈ [0; 1].
For more details about concept networks, please refer to [20].

In [4], we have presented the de6nitions of extended fuzzy concept networks. The extended fuzzy
concept networks are more general than the concept networks presented in [20]. In an extended fuzzy
concept network, there are four kinds of fuzzy relationships between concepts, i.e., fuzzy positive
association, fuzzy negative association, fuzzy generalization and fuzzy specialization [16]. The fuzzy
relationships between concepts are reviewed from [4] as follows:

(1) Fuzzy positive association: It relates concepts which have a fuzzy similar meaning (e.g., person
↔ individual) in some contexts.

(2) Fuzzy negative association: It relates concepts which are fuzzy complementary (e.g., male↔
female), fuzzy incompatible (e.g., unemployed↔ freelance) or fuzzy antonyms (e.g., big↔small)
in some contexts.
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(3) Fuzzy generalization: A concept is regarded as a fuzzy generalization of another concept if it
consists of that concept (e.g., machine→ screw) or it includes that concept (e.g., vehicle→ car)
in a partitive sense.

(4) Fuzzy specialization: It is the inverse of the fuzzy generalization relationship. That is, a concept
is regarded as a fuzzy specialization of another concept if it is a part of that concept (e.g.,
screw→machine) or it is a kind of that concept (e.g., car→ vehicle).

The properties of these fuzzy relationships are summarized as follows [4]:

De�nition 2.1. Let C be a set of concepts. Then,

(1) “Fuzzy positive association” P is a fuzzy relation, P :C×C→ [0; 1], which is re:exive, sym-
metric, and max-*-transitive.

(2) “Fuzzy negative association” N is a fuzzy relation, N :C×C→ [0; 1], which is anti-re:exive,
symmetric, and max-*-nontransitive.

(3) “Fuzzy generalization” G is a fuzzy relation, G :C×C→ [0; 1], which is anti-re:exive, anti-
symmetric, and max-*-transitive.

(4) “Fuzzy specialization” S is a fuzzy relation, S :C×C→ [0; 1], which is anti-re:exive, anti-
symmetric, and max-*-transitive.

An extended fuzzy concept network consists of nodes and directed links, where each node denotes
a concept or a document. Each directed link connects two concepts or connects from a concept ci
to a document dj and has one of the following formats:

(1) ci
(�;P)−→ cj means that there is a fuzzy positive association relationship between concept ci and

concept cj, and the associated degree is �, where �∈ [0; 1].

(2) ci
(�;N )−→ cj means that there is a fuzzy negative association relationship between concept ci and

concept cj, and the associated degree is �, where �∈ [0; 1].

(3) ci
(�;G)−→ cj means that concept ci is more general than concept cj, and the associated degree is �,

where �∈ [0; 1].

(4) ci
(�; S)−→ cj means that concept ci is more special than concept cj, and the associated degree is �,

where �∈ [0; 1].

(5) ci
(�;P)−→dj means that there is a fuzzy positive association relationship between concept ci and

document dj, and the associated degree is �, where �∈ [0; 1] (i.e., document dj possesses concept
ci with the degree �×100%).

(6) ci
(�;N )−→ dj means that there is a negative association relationship between concept ci and document

dj, and the relevance degree is �, where �∈ [0; 1] (i.e., document dj possesses a concept which
is �×100% complementary to the concept ci).

(7) ci
(�;G)−→ dj means that there is a generalization relationship between concept ci and document dj,

and the relevance degree is �, where �∈ [0; 1] (i.e., concept ci is more general than the concept
possessed by document dj with the degree of �×100%).
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(8) ci
(�;G)−→ dj means that there is a specialization relationship between concept ci and document dj,

and the relevance degree is �, where �∈ [0; 1] (i.e., concept ci is more special than the concept
possessed by document dj with the degree of �×100%).

For more details about extended fuzzy concept networks, please refer to [4].

3. Multi-relationship fuzzy concept networks

In this section, we present the de6nitions of multi-relationship fuzzy concept networks [10]. The
concepts of multi-relationship fuzzy concept networks are similar to the concepts of semantic net-
works [23] due to the fact that they both consist of nodes and directed links. Each link directed
from one node to another is associated with a label to indicate the relationship between these two
nodes. However, there are two main diMerences between the concepts of multi-relationship fuzzy
concept networks and the concepts of semantic networks. Firstly, the relationships between nodes
in a semantic network can be arbitrarily de6ned. But in a multi-relationship fuzzy concept network,
the types of relationships are restricted. Therefore, the complexity of inferences based on the multi-
relationship fuzzy concept network can be reduced. Secondly, in a semantic network, nodes are
linked by only one relationship and the relationship is crisp. In a multi-relationship fuzzy concept
network, the concepts can be related to other concepts by more than one relationship at the same
time, each with its own degree. Therefore, a multi-relationship fuzzy concept network has the ca-
pability to represent various relationships between the same pair of concepts in diMerent point of
views. Our aim of developing the multi-relationship fuzzy concept networks is to provide a more
powerful knowledge representation method which is more appropriate than the semantic networks in
the information retrieval environment.

We use four kinds of fuzzy relationships [16] (i.e., “fuzzy positive association” relationship, “fuzzy
negative association” relationship, “fuzzy generalization” relationship and “fuzzy specialization” rela-
tionship) to describe the possible relationships between concepts in a multi-relationship fuzzy concept
network.

De�nition 3.1. A multi-relationship fuzzy concept network is denoted as MRFCN (E; L), where E
is a set of nodes and each node stands for a concept or a document; L is a set of directed edges
between nodes. If ‘∈L, then the directed edge ‘ has the following two formats:

(1) ci
(〈�P;P〉; 〈�N ;N〉; 〈�G;G〉; 〈�S ; S〉)−−−−−−−−−−−−−−−−→ cj means that the directed edge ‘ connects from concept ci to concept

cj associated with a quadruple (〈�P; P〉; 〈�N ; N 〉; 〈�G; G〉; 〈�S; S〉), where �P indicates the degree of
“fuzzy positive association” relationship P between concept ci and concept cj (i.e., concept ci is simi-
lar to concept cj with degree �P); �N indicates the degree of “fuzzy negative association” relationship
N between concept ci and concept cj (i.e., concept ci and concept cj are complementary, incompatible
or antonyms with degree �N ); �G indicates the degree of “fuzzy generalization” relationship G be-
tween concept ci and concept cj (i.e., concept ci is more general than concept cj with degree �G); �S
indicates the degree of “fuzzy specialization” relationship S between concept ci and concept cj (i.e.,
concept ci is more special than concept cj with degree �S); �P ∈ [0; 1]; �N ∈ [0; 1]; �G ∈ [0; 1], and
�S ∈ [0; 1]. The larger the value of �r , the more the concept ci is related to concept cj by fuzzy
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relationship r, where r ∈{P; N; G; S}. If �r = 0, then concept ci is not related to concept cj by fuzzy
relationship r, where r ∈{P; N; G; S}.

(2) ci
�→dj means that the directed edge ‘ connects from concept ci to document dj associated

with a degree �, indicating the strength of document dj containing concept ci, where �∈ [0; 1]. The
larger the value of �, the more the document dj contains concept ci.

The purpose of allowing the relationships between the same pair of concepts being multiple de-
6ned is to extend the generality of the knowledge base architecture. In diMerent application domains,
the kind of relationship between any two concepts may be de6ned diMerently from various points
of views. Thus, if only one kind of relationship among several possible relationships between con-
cepts can be kept in the knowledge base, then the resulting knowledge base is restricted and only
appropriate for some speci6c application domains.

Generally speaking, in a multi-relationship fuzzy concept network, simple concepts are usually re-
lated by only one kind of relationship, but comprehensive concepts may be related by several kinds
of relationships. Fox example, “male” and “female” are two simple concepts which represent the
gender of creatures and can be related to each other only by the “fuzzy negative association” rela-
tionship. On the other hand, “man” and “woman” are two more comprehensive concepts representing
not only the gender of creatures but also the sort of creatures (i.e., human beings). Therefore, “man”
and “woman” can be related to each other not only by the “fuzzy negative association” relationship
from the aspect of gender they represent, but also by the “fuzzy positive association” relationship
due to the fact that they represent the same sort of creatures.

In the following, we use an example to illustrate a complete multi-relationship fuzzy concept
network.

Example 3.1. Assume that there is a multi-relationship fuzzy concept network as shown in Fig. 1,
where c1; c2; : : : ; and c6 are concept nodes, and d1; d2 and d3 are document nodes. Each concept node
stands for a concept as shown in Table 1, and each document node stands for a document as shown
in Table 2.

From Fig. 1, we can see that concept c1 (i.e., Security and Encryption) is both contained in doc-
ument d1 (with degree= 0:1) and document d2 (with degree= 0:7). The associated degrees indicate
that document d2 contains more about the topic of security and encryption than document d1. Concept
c2 (i.e., Internet) is related to concept c5 (i.e., Intranet) by the “fuzzy positive association” relation-
ship (with degree= 0:7) and also by the “fuzzy negative association” relationship (with degree= 0:7)
due to the fact that Internet and Intranet are two similar concepts both about connecting computers,
but they are also antonyms to each other from the aspect of their network sizes.

In a multi-relationship fuzzy concept network, the relationships and their associated degrees be-
tween concepts are speci6ed by domain experts. However, sometimes the domain experts may forget
to set some relationships and their associated degrees between concepts. Moreover, even if the rela-
tionships are given by the domain experts, some implicit links do not show in the multi-relationship
fuzzy concept network. For example, consider the multi-relationship fuzzy concept network shown in
Fig. 2. It contains three concepts “Computer Science”, “Network” and “Intranet”, and three explicit
directed links l1; l2 and l3 between these concepts.
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Fig. 1. A multi-relationship fuzzy concept network of Example 3.1.

Table 1
Concept nodes and their corresponding concepts

Concept nodes Concepts

c1 Security and Encryption
c2 Internet
c3 Computer Science
c4 Networks
c5 Intranet
c6 Arti5cial Intelligence

Table 2
Document nodes and their corresponding documents

Document nodes Document titles

d1 Computer Networks
d2 Internet and Intranet Security
d3 Arti5cial Intelligence
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Fig. 2. Inferring the implicit directed link l4 from the concept “Networks” to the concept “Intranet”.

Fig. 2 shows that besides the explicit directed link l3 speci6ed by the domain experts from the
concept “Networks” to the concept “Intranet”, there also exists an implicit directed link l4 between
these two concepts which is inferred through the directed link l1 from the concept “Networks” to
the concept “Internet” and through the directed link l2 from the concept “Internet” to the concept
“Intranet”. In this case, the actual degrees of relationships between the concept “Networks” and
the concept “Intranet” should be calculated by aggregating the degrees of relationships associated
with the directed link l3 and the ones associated with the directed link l4. The methods of inferring
implicit directed links and aggregating the degrees of relationships between concepts are described
as follows. In a multi-relationship fuzzy concept network, if fuzzy relationship r is transitive, i.e.,
r ∈{P;G; S}, and the degree of fuzzy relationship r between concept ci and concept cj is �rij, where
�rij ∈ [0; 1], and if the degree of fuzzy relationship r between concept cj and concept ck is �rjk , where
�rjk ∈ [0; 1], then the degree �rik of fuzzy relationship r between concept ci and concept ck can be
inferred as follows:

�rik = �rij • �rjk ; (1)

where • is the arithmetic product and �rik ∈ [0; 1]. Furthermore, if the degree of fuzzy relationship r
between concept c1 and concept c2 is �r12, the degree of fuzzy relationship r between concept c2 and
concept c3 is �r23; : : : ; and the degree of fuzzy relationship r between concept cn−1 and concept cn is
�r(n−1)n, where �r12 ∈ [0; 1]; �r23 ∈ [0; 1]; : : : ; and �r(n−1)n ∈ [0; 1], then the degree of fuzzy relationship
r between concept c1 and concept cn is �r1n, where �r1n ∈ [0; 1] and

�r1n = �r12 • �r23 • · · · • �r(n−1)n: (2)

If there are h routes between concept c1 and concept cn, then the actual degree of fuzzy relationship
r between concept c1 and concept cn can be calculated as follows:

�r1n = max(�r(1)
1n ; �

r(2)
1n ; : : : ; �

r(h)
1n ); (3)

where �r(i)1n denotes the evaluated degree of fuzzy relationship r of the ith route that started from
concept c1 and ended at concept cn, and 16i6h.

Therefore, based on formula (1) and Fig. 2, we can see that the degrees of fuzzy relationships
associated with the implicit link l4 are �P = 0:35 (i.e., the degree of the “fuzzy positive association”
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relationship is equal to 0.35) and �N = �G = �S = 0 (i.e., the degrees of the “fuzzy negative associa-
tion” relationship, the “fuzzy generalization” relationship and the “fuzzy specialization” relationship
are all equal to 0). Furthermore, based on formula (3), the actual degrees of fuzzy relationships be-
tween the concept “Networks” and the concept “Intranet” are �P = 0:35; �G = 0:9; �N = 0 and �S = 0.

In a multi-relationship fuzzy concept network, the document descriptor of a document consists of
concepts having a directed link to this document. Let C be a set of concepts in a multi-relationship
fuzzy concept network, C = {c1; c2; : : : ; cn}, where n is the number of concepts, and let D be a set
of documents in a multi-relationship fuzzy concept network, D= {d1; d2; : : : ; dm}, where m is the
number of documents. The document descriptor of a document di; di ∈D, is de6ned as a fuzzy
subset in C:

di = {(cj; fdi(cj)) | cj ∈ C};
where fdi(ci); fdi :C→ [0; 1], denotes the degree in which document di contains concept cj. Based on
the fuzzy inference through the links of the multi-relationship fuzzy concept network, the document
descriptor can be expanded to derive the membership degrees of concepts that originally have zero
membership degrees in the document descriptor but are related to the concepts having non-zero
membership degrees in the document descriptor. However, since concepts may be related to each
other by four possible kinds of fuzzy relationships, the document descriptor should be expanded
by each kind of fuzzy relationship. That is, there will be four expanded document descriptors for
each document, and each expanded document descriptor consists of concepts related to this doc-
ument by one of the four kinds of fuzzy relationships. The method of inferring the relationships
and their associated degrees between concepts and documents is described as follows. Let Cdi be
a set of concepts of document di which have nonzero membership degree as shown in Fig. 3,
where Cdi = {cj; cx; : : : ; cy}. From Fig. 3, we can see that the degrees of document di containing
concepts cj; cx; : : : ; and cy are �ij; �ix; : : : ; and �iy, respectively, where �ij ∈ [0; 1]; �ix ∈ [0; 1]; : : : ; and
�iy ∈ [0; 1]. Furthermore, from Fig. 3, we can see that the degree of fuzzy relationship r between
concept cj and concept ck is �rjk , the degree of fuzzy relationship r between concept cx and concept
ck is �rxk ; : : : ; and the degree of fuzzy relationship r between concept cy and concept ck is �ryk , where
cj ∈Cdi , cx ∈Cdi ; : : : ; cy ∈Cdi ; r ∈{P; N; G; S}; �rjk ∈ [0; 1]; �rxk ∈ [0; 1]; : : : ; and �ryk ∈ [0; 1]. Then, the
degree �rik of document di relating to concept ck by fuzzy relationship r can be evaluated as follows:

�rik = max(�ij • �rjk ; �ix • �rxk ; : : : ; �iy • �ryk); (4)

where �rik ∈ [0; 1]; �ij ∈ [0; 1]; �rjk ∈ [0; 1], �ix ∈ [0; 1]; �rxk ∈ [0; 1]; : : : ; �iy ∈ [0; 1]; �ryk ∈ [0; 1], and
r ∈{P; N; G; S}. The expanded document descriptors of the documents will form the basis for docu-
ment retrieval.

4. Fuzzy query processing for document retrieval based on multi-relationship fuzzy concept
networks

In this section, we present a new method for fuzzy query processing for document retrieval based
on multi-relationship fuzzy concept networks. In order to increase the inference e9ciency, we adopt
the method we presented in [7] to model the multi-relationship fuzzy concept network by several
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Fig. 3. A multi-relationship fuzzy concept network.

concept matrices. We use four concept matrices to represent the degrees of fuzzy relationships be-
tween concepts in a multi-relationship fuzzy concept network; each concept matrix describes the
degrees of one kind of fuzzy relationship (i.e., “fuzzy positive association” relationship, “fuzzy
negative association” relationship, “fuzzy generalization” relationship and “fuzzy specialization” re-
lationship) between concepts. By computing the transitive closures of these concept matrices, the
implicit degrees of fuzzy relationships between concepts can be obtained.

De�nition 4.1. Let C be the set of concepts in a multi-relationship fuzzy concept network, where
C = {c1; c2; : : : ; cn} and n is the number of concepts. A concept matrix Vr is a fuzzy matrix [12]:

Vr =




v11 v12 · · · v1n
v21 v22 · · · v2n
...

...
. . .

...
vn1 vn2 · · · vnn


 ;

where r ∈{P; N; G; S}; n is the number of concepts, vij ∈ [0; 1]; 16i6n, and 16j6n. The element
Vr(ci; cj) denotes the degree of fuzzy relationship r from concept ci to concept cj in the multi-
relationship fuzzy concept network, where r ∈{P; N; G; S}. If the fuzzy relationship r is re:exive,
then Vr(ci; ci) = 1. Otherwise, Vr(ci; ci) = 0, where 16i6n. If the fuzzy relationship r is symmetric,
then Vr(ci; cj) =Vr(cj, ci). If Vr (ci; cj) = 0, then the degree between concept ci and concept cj is not
de6ned explicitly by the experts in the multi-relationship fuzzy concept network.

Note that the fuzzy generalization relationship is the inverse of the fuzzy specialization relationship.
If there is a fuzzy generalization relationship from concept ci to concept cj, then there will exist a
fuzzy specialization relationship from concept ci to concept ci, and vice versa. Thus, if there is a
fuzzy generalization from concept ci to concept cj with degree �, then we let VS(cj; ci) =VG(ci; cj) = �;
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if there is a fuzzy specialization from concept ci to concept cj with degree �, then we let VG(cj; ci) =
VS(ci; cj) = �, where �∈ [0; 1].

De�nition 4.2. Assume that Vr is a concept matrix, where r ∈{P; N; G; S}. If the fuzzy relationship
r is nontransitive, then we let the transitive closure V ∗

r of Vr be itself, i.e., V ∗
r =Vr . If the fuzzy

relationship r is transitive, then the transitive closure V ∗
r is de6ned as follows. Let

V 2
r = Vr ⊗ Vr =




∨
i=1;:::; n

(v1i • vi1)
∨

i=1;:::; n

(v1i • vi2) · · ·
∨

i=1;:::; n

(v1i • vin)

∨
i=1;:::; n

(v2i • vi1)
∨

i=1;:::; n

(v2i • vi2) · · ·
∨

i=1;:::; n

(v2i • vin)
...

...
. . .

...∨
i=1;:::; n

(vni • vi1)
∨

i=1;:::; n

(vni • vi2) · · ·
∨

i=1;:::; n

(vni • vin)




; (5)

where “
∨

” is the maximum operator and “•” is the arithmetic product. Moreover, let

V kr = V k−1
r ∪ Vr; (6)

where “∪” is the union operator (i.e., V kr (ci; cj) = max(Vr(ci; cj), V k−1
r (ci, cj)) and the powers of Vr

on the right-hand side are computed by formula (5). Then, there exists an integer p, where p¿2,
which satis6es Vpr =Vp+1

r . Let V ∗
r =Vpr , then V ∗

r is called the transitive closure of Vr .

We also use a document descriptor matrix to represent the degree of documents containing concepts
in a multi-relationship fuzzy concept network. By multiplying the document descriptor matrix by the
transitive closures of the concept matrices, we can obtain the expanded document descriptor matrices
which represent the degrees of fuzzy relationships between concepts and documents.

De�nition 4.3. Let D be the set of documents, D= {d1; d2; : : : ; dm}, and let C be the set of concepts,
C = {c1; c2; : : : ; cn}, in a multi-relationship fuzzy concept network. The document descriptor matrix
U is shown as follows:

U =




u11 u12 · · · u1n

u21 u22 · · · u2n
...

...
. . .

...
um1 um2 · · · umn


 ;

where m denotes the number of documents, n denotes the number of concepts, uij stands for the
degree of document di containing concept cj; uij ∈ [0; 1]; 16i6m, and 16j6n. If U (di; cj) = 0,
then the degree of document di containing concept cj is not de6ned explicitly by the experts in the
multi-relationship fuzzy concept network.



194 S.-M. Chen et al. / Fuzzy Sets and Systems 140 (2003) 183–205

De�nition 4.4. Assume that U is a document descriptor matrix and V ∗
r is the transitive closure of

concept matrix Vr , where r ∈{P; N; G; S}. Let

U ∗
r = U ⊗ V ∗

r =




∨
i=1;:::; n

(u1i • vi1)
∨

i=1;:::; n

(u1i • vi2) · · ·
∨

i=1;:::; n

(u1i • vin)

∨
i=1;:::; n

(u2i • vi1)
∨

i=1;:::; n

(u2i • vi2) · · ·
∨

i=1;:::; n

(u2i • vin)
...

...
. . .

...∨
i=1;:::; n

(umi • vi1)
∨

i=1;:::; n

(umi • vi2) · · ·
∨

i=1;:::; n

(umi • vin)




; (7)

where uij is an element of U; 16i6m, and 16j6n; vij is an element of V ∗
r ; 16i6n, and 16j6n;

“
∨

” is the maximum operator and “•” is the arithmetic product. In this case, U ∗
r is referred to as an

expanded document descriptor matrix of document descriptor matrix U by fuzzy relationship r, where
r ∈{P; N; G; S}. Since there are four kinds of fuzzy relationships de6ned in a multi-relationship fuzzy
concept network, we can obtain four expanded document descriptor matrices. These four expanded
document descriptor matrices are then used as a basis for similarity measures between the users’
queries and the documents.

A user’s query is represented by a query descriptor Q expressed as a fuzzy subset of the collection
of concepts by the following expression:

Q = {(c1; x1); (c2; x2); : : : ; (cn; xn)};
where xi ∈ [0; 1] denotes the relevance degree of the query descriptor Q with respect to concept ci,
i.e., the degree that the user thinks concept ci should be contained in the retrieved documents. If
xi = 0, then it indicates that documents desired by the user do not possess concept ci. If xi = “-”,
then it indicates that the degree of the desired documents with respect to concept ci can be neglected.
Furthermore, the user’s query Q can be represented by a query descriptor vector Tq [7] shown as
follows:

Tq = 〈x1; x2; : : : ; xn〉;
where xi ∈ [0; 1] indicates the desired degree of the document with respect to concept ci and 16i6n.

Before introducing the function for calculating the degree of similarity between document descrip-
tors and users’ queries, we 6rst introduce a function for calculating the degree of similarity between
two real values between zero and one. Let x and y be two values, where x∈ [0; 1] and y∈ [0; 1].
Then, the degree of similarity between x and y can be evaluated by the function T [7]:

T (x; y) = 1 − |x − y|; (8)

where T (x; y)∈ [0; 1]. The larger the value of T (x; y), the more the similarity between x and y.
Assume that the document descriptor vector dri (i.e., the ith row of the expanded document

descriptor matrix U ∗
r , where r ∈{P; N; G; S}), and the query descriptor vector Tq are represented as



S.-M. Chen et al. / Fuzzy Sets and Systems 140 (2003) 183–205 195

follows:

dri = 〈si1; si2; : : : ; sin〉;
Tq = 〈x1; x2; : : : ; xn〉;

where sij ∈ [0; 1]; xi ∈ [0; 1]; 16j6n; 16i6m, n is the number of concepts, m is the number
of documents, and r ∈{P; N; G; S}. Let q( j) be the jth element of the query descriptor vector Tq.
If q( j) = “-”, then it indicates that concept cj is neglected by the user’s query. The degree of
satisfaction DSr(di) that document di satis6es the user’s query Q by fuzzy relationship r can be
evaluated as follows [7]:

DSr(di) =

∑
q(j) �=“-” and j=1;2;:::;n

T (sij; xj)

k
; (9)

where DSr(di)∈ [0; 1]; 16i6m, and k is the number of concepts not neglected by the user’s query.
The larger the value of DSr(di), the more the degree of satisfaction that document di satis6es the
user’s query by fuzzy relationship r; r ∈{P; N; G; S}.

The degrees of satisfaction that the document satis6es the user’s query by diMerent fuzzy rela-
tionships are then aggregated to obtain the overall satisfaction that the document satis6es the user’s
query. The user can choose the aggregation operation according to his=her needs in one of the follow-
ing ways: (1) by setting an importance weight to each degree of satisfaction DSr(di), (2) by setting
an importance order of all fuzzy relationships, or (3) by using some prede6ned simple linguistic
quanti6ers to specify how many fuzzy relationships should be taken into account. In this paper,
we utilize the OWA operators [27] to formalize the linguistic quanti6ers. In the following, we 6rst
introduce the OWA aggregation operators, and then introduce the three aggregation approaches.

In [27], Yager proposes a family of mean-like operators which are used to deal with multi-criteria
decision-making problems. The arguments of these operators are weighted according to their order
made by sorting the arguments and then averaged according to their weights, so these operators
are named ordered weighted averaging (OWA) operators. By giving diMerent weighting vectors, the
OWA operators lie between the choices of the minimum and the maximum of the arguments. We
brie:y review the OWA operators [27] as follows.

De�nition 4.5. An OWA operator that takes n input arguments is a mapping

F : Rn → R;

which has a weighting vector W of dimension n associated with it. The weighting vector W has the
following properties:

wj ∈ [0; 1];

n∑
j=1

wj = 1:



196 S.-M. Chen et al. / Fuzzy Sets and Systems 140 (2003) 183–205

Moreover,

F(a1; a2; : : : ; an) =
n∑
j=1

wjbj; (10)

where bj is the jth largest value of the input arguments a1; a2; : : : ; and an, and 16j6n.
If B is a vector consisting of the ordered arguments ai, which is called the ordered argument

vector, and W T is the transpose of the weighting vector, then the OWA aggregation can also be
expressed as

Fw(a1; a2; : : : ; an) = W TB: (11)

Example 4.1. Assume that we have four argument variables shown as follows:

a1 = 0:5;

a2 = 0:3;

a3 = 0:7;

a4 = 0:8

and we want to aggregate them using the weighting vector W , where

W =




0:4
0:3
0:2
0:1


 :

Then, we can get the ordered argument vector B as follows:

B =




0:8
0:7
0:5
0:3




and the aggregation result is as follows:

Fw(0:5; 0:3; 0:7; 0:8) = (0:4)(0:8) + (0:3)(0:7) + (0:2)(0:5) + (0:1)(0:3) = 0:66:

The OWA operators are also applied in the information retrieval 6eld. In [8], Damiani et al.
proposed a fuzzy retrieval model to retrieve reusable components containing the features needed
by users. Since each feature contributes diMerent weights to components under diMerent contexts
(categories), they used the OWA operator associated with context weights to obtain the aggregated
weights of the reusable components with respect to the features needed by the user. In [3], Bordogna
et al. proposed a document retrieval model where the documents are divided into subparts. They
used the OWA operator to aggregate the signi6cances of the term with respect to diMerent subparts
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of the document by some linguistic quanti6ers which are formalized as corresponding weighting
vectors.

Let D be a set of documents and let C be a set of concepts de6ned in a multi-relationship
fuzzy concept network, D= {d1; d2; : : : ; dm} and C = {c1; c2; : : : ; cn}. The degree of satisfaction that
document di satis6es the user’s query by fuzzy relationships r is denoted as DSr(di), where 16i6m
and r ∈{P; N; G; S}. The three aggregation methods are described as follows:
Case 1: The user assigns an importance weight wr to each degree of satisfaction DSr(di) that

document di satis6es the user’s query by fuzzy relationships r, where 06wr61 and r ∈{P; N; G; S}.
The larger the value of wr , the more important the fuzzy relationship r. Moreover, the summation of
these importance weights must be equal to one (i.e., wP +wN +wG +wS = 1). Then, the aggregated
degree of satisfaction DS(di) that document di satis6es the user’s query can be calculated as follows:

DS(di) = wP × DSP(di) + wN × DSN (di) + wG × DSG(di) + wS × DSS(di): (12)

Case 2: The user ranks the four kinds of fuzzy relationships in a decreasing importance order
represented by the following expression:

r1 ¿ r2 ¿ r3 ¿ r4;

where rj ∈{P; N; G; S}; r1 �= r2 �= r3 �= r4; 16j64, and the fuzzy relationship on the left-hand side of
“¿” is more important than the one on the right-hand side of “¿”. Therefore, rj is the jth important
fuzzy relationship among all fuzzy relationships. Then, the fuzzy information retrieval system will
assign an importance weight wrj to each degree of satisfaction DSrj(di) that document di satis6es the
user’s query by fuzzy relationships rj as follows:

wrj =
5 − j∑

j=1; 2;:::; 4
j
; (13)

where 06wrj61, and rj ∈{P; N; G; S}. Based on formula (13), we can see that wr1 = 4=10, wr2 = 3=10,
wr3 = 2=10 and wr4 = 1=10. Thus, the degree of satisfaction that document di satis6es the user’s query
by the jth important fuzzy relationship will obtain the jth large importance weight; moreover, the
summation of all importance weights will be equal to one (i.e., wr1 +wr2 +wr3 +wr4 = 1). Then, the
aggregated degree of satisfaction DS(di) that document di satis6es the user’s query can be calculated
as follows:

DS(di) = 4
10 DSr1(di) + 3

10 DSr2(di) + 2
10DSr3(di) + 1

10DSr4(di); (14)

where rj ∈{P; N; G; S}, r1 �= r2 �= r3 �= r4, and 16j64.
Case 3: The users give a prede6ned linguistic quanti6er which can be formalized as a correspond-

ing weighting vector of the OWA operators. Based on [3], we de6ned three linguistic quanti6ers,
i.e., “top one fuzzy relationship”, “top t fuzzy relationships” and “top p percent fuzzy relationships”
in the fuzzy information retrieval system, where 16t64 and 16p6100. If the linguistic quanti6er
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given by the user is “top one fuzzy relationship”, then it means that only the fuzzy relationship with
the largest relevance degree between the documents and the user’s query is considered. Then, the
corresponding weighting vector W is

W =




1
0
0
0


 :

If the linguistic quanti6er given by the user is “top t fuzzy relationships”, where 16t64, then
it means that only the relationships within the top tth relevance degree between the documents and
the user’s query are considered. Then, the corresponding weighting vector W is

W =

w1
...
wt
wt+1

...
w4




1=t
...

1=t
0
...
0



;

where (1) wj = 1=t when 16j6t, (2) wj = 0 when t¡j64, where 16j64 and 16t64.
If the linguistic quanti6er given by the user is “top p percent fuzzy relationships”, then it means

that only the relationships within the top p percent of the relevance degrees between the documents
and users’ queries are considered, where 16p6100. Then, the corresponding weighting vector W
is

W =

w1
...
wl
wl+1

...
w4




1=l
...

1=l
0
...
0



;

where l= �p×4=100�= �p=25�, �x� denotes the operator that takes the least integer greater than or
equal to the argument x, and (1) wj = 1=l when 16j6l, (2) wj = 0 when l¡j64, where 16j64
and 16l64.

After performing the ordering process according to the input arguments of the OWA operators,
we can get the ordered argument vector B shown as follows:

B =



b1

b2

b3

b4


 ;
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where bj is the jth largest value of the DSr(di). The aggregated degree of satisfaction DS(di) that
document di satis6es the user’s query can be calculated as follows:

DS(di) = Fw(DSr(di)) =
4∑
j=1

wjbj; (15)

where wj is the jth element of W; bj is the jth element of B; 16wj64, and 16bj64.
Then, the documents in the document set D are arranged in a decreasing order according to

their aggregated degrees of satisfaction to the user’s query. The user may assign an information
retrieval threshold value /, where /∈ [0; 1], such that the documents with the aggregated degrees of
satisfaction less than / will not be retrieved by the fuzzy information retrieval system.

Users familiar with the meanings of the four kinds of fuzzy relationships (i.e., “fuzzy positive
association” relationship, “fuzzy negative association” relationship, “fuzzy generalization” relationship
and “fuzzy specialization” relationship) can choose the 6rst two ways of the aggregation methods and
can express their preferences on fuzzy relationships by giving diMerent weights to the DSr(di)’s or by
specifying an importance order to these four kinds of fuzzy relationships. Therefore, if a document
has larger degrees of satisfaction with respect to the user’s query by some user’s preferable fuzzy
relationships, then it tends to get a larger aggregated degree of satisfaction with respect to the user’s
query. Thus, the semantic of the aggregated degree of satisfaction of the 6rst two ways of the
aggregation methods can be controlled by users. On the other hand, if the users are not familiar
with the meanings of the four kinds of fuzzy relationships or have no preferences on the fuzzy
relationships, then they can use the last way of the aggregation methods. Therefore, if a document
has larger degrees of satisfaction with respect to the user’s query by some fuzzy relationships (no
matter what kind of fuzzy relationships), then it tends to get a larger aggregated degree of satisfaction
with respect to the user’s query.

5. An example

In this section, we use an example to illustrate the fuzzy information retrieval process of the
proposed method.

Example 5.1. Consider the multi-relationship fuzzy concept network shown in Fig. 1, where there
are six concept nodes c1; c2; : : : ; and c6 and three documents nodes d1; d2 and d3 in the multi-
relationship fuzzy concept network, where the corresponding concepts of the concept nodes are
shown in Table 1 and the corresponding document titles of the document nodes are shown in
Table 2. The corresponding concept matrices VP; VN ; VG and VS are shown as follows:

VP =




1 0 0:2 0 0 0
0 1 0 0:5 0:7 0

0:2 0 1 0:3 0 0:3
0 0:5 0:3 1 0:3 0
0 0:7 0 0:3 1 0
0 0 0:3 0 0 1



;
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VN =




0 0 0 0 0 0
0 0 0 0 0:7 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0:7 0 0 0 0
0 0 0 0 0 0



;

VG =




0 0 0 0 0 0
0 0 0 0 0 0

0:8 0 0 0:9 0 0:9
0 0:9 0 0 0:9 0
0 0 0 0 0 0
0 0 0 0 0 0



;

VS =




0 0 0:8 0 0 0
0 0 0 0:9 0 0
0 0 0 0 0 0
0 0 0:9 0 0 0
0 0 0 0:9 0 0
0 0 0:9 0 0 0



:

Based on De6nition 4.2, the transitive closures of these four concept matrices can be obtained
shown as follows, where V ∗

P is the transitive closure of VP; V ∗
N is the transitive closure of VN ; V ∗

G is
the transitive closure of VG, and V ∗

S is the transitive closure of VS (note that VN =V ∗
N due to the fact

that fuzzy negative association is not a transitive relationship):

V ∗
P =




1 0:03 0:2 0:06 0:018 0:06
0:03 1 0:15 0:5 0:7 0:045
0:2 0:15 1 0:3 0:09 0:3
0:06 0:5 0:3 1 0:35 0:09
0:18 0:7 0:09 0:35 1 0:027
0:06 0:045 0:3 0:09 0:027 1



;

V ∗
N =




0 0 0 0 0 0
0 0 0 0 0:7 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0:7 0 0 0 0
0 0 0 0 0 0



;

V ∗
G =




0 0 0 0 0 0
0 0 0 0 0 0

0:8 0:81 0 0:9 0:81 0:9
0 0:9 0 0 0:9 0
0 0 0 0 0 0
0 0 0 0 0 0



;
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V ∗
S =




0 0 0:8 0 0 0
0 0 0:81 0:9 0 0
0 0 0 0 0 0
0 0 0:9 0 0 0
0 0 0:81 0:9 0 0
0 0 0:9 0 0 0



:

Furthermore, we can use a document descriptor matrix U to model the degrees of documents
containing concepts in the multi-relationship fuzzy concept network shown as follows:

U =




0:1 0 0 0:9 0 0
0:7 0:3 0 0 0:2 0
0 0 0 0 0 1


 :

Then, based on De6nition 4.4, the four expanded document descriptor matrices U ∗
P ; U

∗
N ; U

∗
G and U ∗

S
can be obtained as follows:

U ∗
P =




0:1 0:45 0:27 0:9 0:27 0:081
0:7 0:3 0:14 0:15 0:2 0:042
0:06 0:045 0:3 0:09 0:027 1


 ;

U ∗
N =




0 0 0 0 0 0
0 0:14 0 0 0:21 0
0 0 0 0 0 0


 ;

U ∗
G =




0 0:81 0 0 0:81 0
0 0 0 0 0 0
0 0 0 0 0 0


 ;

U ∗
S =




0 0 0:81 0 0 0
0 0 0:56 0:27 0 0
0 0 0:9 0 0 0


 :

Assume that the user’s query descriptor vector Tq is

Tq = [0:5; 0:8;−;−;−;−];

which means the user wants to retrieve documents whose contents are related to “Security and
Encryption” and “Internet” with the degrees 0.5 and 0.8, respectively. Then, based on formula (9),
we can calculate the degree of satisfaction that document dj satis6es the user’s query by fuzzy
relationship r, where r ∈{P; N; G; S}. The degree of satisfaction that document d1 satis6es the user’s
query by fuzzy relationship r; r ∈{P; N; G; S}, can be calculated as follows:

DSP(d1) =
(1 − |0:1 − 0:5|) + (1 − |0:45 − 0:8|)

2
=

1:25
2

= 0:625;
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DSN (d1) =
(1 − |0 − 0:5|) + (1 − |0 − 0:8|)

2
=

0:7
2

= 0:35;

DSG(d1) =
(1 − |0 − 0:5|) + (1 − |0:81 − 0:8|)

2
=

1:49
2

= 0:745;

DSS(d1) =
(1 − |0 − 0:5|) + (1 − |0 − 0:8|)

2
=

0:7
2

= 0:35:

Similarly, the degrees of satisfaction that documents d2 and d3 satisfy the user’s query by each fuzzy
relationship r; r ∈{P; N; G; S}, are calculated as follows:

DSP(d2) = 0:65; DSN (d2) = 0:65; DSG(d2) = 0:42 and DSS(d2) = 0:35;

DSP(d3) = 0:4025; DSN (d2) = 0:35; DSG(d2) = 0:35 and DSS(d2) = 0:35:

The degrees of satisfaction that a document satis6es the user’s query by diMerent fuzzy relationships
are then aggregated to obtain the aggregated satisfaction that the document satis6es the user’s query.
The user could choose the aggregation operations by the following three ways:
Case 1: The user assigns the importance weights directly to each degree of satisfaction that the

document satis6es the user’s query by diMerent fuzzy relationships. Assume that the importance
weights speci6ed by the user are as follows:

wP = 0:8;

wN = 0:2;

wG = 0;

wS = 0;

where wP; wN ; wG and wS are the user-speci6ed weights assigned to the degrees of satisfaction that
the document satis6es the user’s query by “fuzzy positive association” relationship, “fuzzy negative
association” relationship, “fuzzy generalization” relationship and “fuzzy specialization” relationship,
respectively. Based on formula (12), the degree of satisfaction DS(di) that each document di, where
16i63, satis6es the user’s query can be evaluated as follows:

DS(d1) = 0:8 × 0:625 + 0:2 × 0:35 + 0 × 0:745 + 0 × 0:35 = 0:57;

DS(d2) = 0:8 × 0:65 + 0:2 × 0:42 + 0 × 0:35 + 0 × 0:35 = 0:604;

DS(d3) = 0:8 × 0:4025 + 0:2 × 0:35 + 0 × 0:35 + 0 × 0:35 = 0:392;

where DS(di) is the degree of satisfaction of document di with respect to the user’s query, and
16i63. The order from the document with the largest degree of satisfaction to that with the
smallest degree of satisfaction is d2¿d1¿d3.
Case 2: The user ranks the four kinds of fuzzy relationships in a decreasing importance order.

Assume that the order speci6ed by the user is

G ¿ P ¿ N ¿ S:
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Based on formula (14), the degree of satisfaction DS(di) of each document di can be calculated as
follows:

DS(d1) = 0:3 × 0:625 + 0:2 × 0:35 + 0:4 × 0:745 + 0:1 × 0:35 = 0:5905;

DS(d2) = 0:3 × 0:65 + 0:2 × 0:42 + 0:4 × 0:35 + 0:1 × 0:35 = 0:454;

DS(d3) = 0:3 × 0:4025 + 0:2 × 0:35 + 0:4 × 0:35 + 0:1 × 0:35 = 0:36575;

where DS(di) is the degree of satisfaction of document di with respect to the user’s query, and
16i63. The order from the document with the largest degree of satisfaction to that with the
smallest degree of satisfaction is d1¿d2¿d3.
Case 3: The user gives a prede6ned linguistic quanti6er which can be formalized as a correspond-

ing weight vector of the OWA operators.

(1) Assume that the user uses the linguistic quanti6er “top one relationship” which can be represented
by the transpose wT of the weighting vector, where wT = [1 0 0 0]. Based on formula (15), after
applying the OWA aggregation operations, the degree of satisfaction DS(di) of each document
di, where 16i63, with respect to the user’s query can be evaluated as follows:

DS(d1) = 0 × 0:625 + 0 × 0:35 + 1 × 0:745 + 0 × 0:35 = 0:745;

DS(d2) = 1 × 0:65 + 0 × 0:42 + 0 × 0:35 + 0 × 0:35 = 0:65;

DS(d3) = 1 × 0:4025 + 0 × 0:35 + 0 × 0:35 + 0 × 0:35 = 0:4025;

where DS(di) is the degree of satisfaction of document di with respect to the user’s query, and
16i63. The order from the document with the largest degree of satisfaction to that with the
smallest degree of satisfaction is d1¿d2¿d3.

(2) Assume that the user uses the linguistic quanti6er “top 2 fuzzy relationships” which can be
represented by the transpose wT of the weighting vector, where wT = [0:5 0:5 0 0]. Based on
formula (15), after applying the OWA aggregation operations, the degree of satisfaction DS(di)
of each document di, where 16i63, with respect to the user’s query can be evaluated as
follows:

DS(d1) = 0:5 × 0:625 + 0 × 0:35 + 0:5 × 0:745 + 0 × 0:35 = 0:685;

DS(d2) = 0:5 × 0:65 + 0:5 × 0:42 + 0 × 0:35 + 0 × 0:35 = 0:535;

DS(d3) = 0:5 × 0:4025 + 0:5 × 0:35 + 0 × 0:35 + 0 × 0:35 = 0:37625;

where DS(di) is the degree of satisfaction of document di with respect to the user’s query, and
16i63. The order from the document with the largest degree of satisfaction to that with the
smallest degree of satisfaction is d1¿d2¿d3.

(3) Assume that the user uses the linguistic quanti6er “top 75 percent fuzzy relationships” which
can be represented by the transpose wT of the weighting vector, where wT = [0:33 0:33 0:33 0].
Based on formula (15), after applying the OWA aggregation operations, the degree of satisfaction
DS(di) of each document di, where 16i63, with respect to the user’s query can be evaluated
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as follows:

DS(d1) = 0:33 × 0:625 + 0:33 × 0:35 + 0:33 × 0:745 + 0 × 0:35 = 0:5676;

DS(d2) = 0:33 × 0:65 + 0:33 × 0:42 + 0:33 × 0:35 + 0 × 0:35 = 0:4686;

DS(d3) = 0:33 × 0:4025 + 0:33 × 0:35 + 0:33 × 0:35 + 0 × 0:35 = 0:3638;

where DS(di) is the degree of satisfaction of document di with respect to the user’s query, and
16i63. The order from the document with the largest degree of satisfaction to that with the
smallest degree of satisfaction is d1¿d2¿d3.

6. Conclusions

In this paper, we have extended the work we presented in [4] to present a new method for fuzzy
information retrieval based on multi-relationship fuzzy concept networks, where the concepts in a
multi-relationship fuzzy concept network can be related to other concepts by more than one rela-
tionship at the same time, and each relationship has its associated degree between zero and one.
There are four fuzzy kinds of relationships in a multi-relationship fuzzy concept network, i.e., “fuzzy
positive association” relationship, “fuzzy negative association” relationship, “fuzzy generalization” re-
lationship and “fuzzy specialization” relationship. We also have presented an information retrieval
method to deal with the users’ fuzzy queries based on the multi-relationship fuzzy concept networks.
Because the concepts in a multi-relationship fuzzy concept network can be related to each other by
more than one relationship at the same time, the proposed fuzzy information retrieval method based
on the multi-relationship fuzzy concept network model is more :exible and more intelligent than the
one we presented in [4]. In this paper, we assume that the relationships and their associated degrees
between concepts in a multi-relationship fuzzy concept network are speci6ed by domain experts.
In the future, we will provide an automatic multi-relationship fuzzy concept network construction
mechanism for fuzzy information retrieval. Moreover, to develop a more e9cient method for calcu-
lating the degree of satisfaction that a document satis6es the user’s fuzzy query is worth of future
research.
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