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Performance Evaluation of Location
Management in UMTS
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Abstract—The universal mobile telecommunications system uti- circuit-switched (CS) service domain and the packet-switched
lizes a three-level location-management strategy to reduce the net(PS) service domain. The CS domain provides access to the
costs of location update and paging in the packet-switched service PSTN/ISDN, while the PS domain provides access to the

domain. Within a communication session, a mobile station (MS) IP-based networks. In th ind f thi il
is tracked at the cell level during packet transmission. In the idle -based networks. In the remainder of this paper, we wi

period of an ongoing session, the MS is tracked at the UTRAN focus on the UMTS packet-switching mechanism. In the
registration area (URA) level to avoid frequent cell updates while PS domain of the CN, the packet data services of a mobile
still keeping the radio connection. If the MS is not in any com-  station [MS; see Fig. 1(a)] are provided by the serving GPRS
munication session, the MS is track(_ad at the routing-area (RA) support node [SGSN; see Fig. 1(d)] and the gateway GPRS
level. The inactivity counter mechanism was proposed in 3GPP . f

25.331 to determine when to switch between the three location- SUPPOIt node [GGSN; see Fig. 1(e)]. The SGSN connects
tracking modes. In this mechanism, two inactivity counters are the MS to the external data network through the GGSN. The
used to count the numbers of cell and URA updates in an idle pe- UTRAN consists of Node Bs [the 3G term for base stations; see
riod between two packet transmissions. If the number of cell up- Fig. 1(b)] and radio network controllers [RNCs; see Fig. 1(c)]
dates reache_s athreshoI(K_l,the MS is switched from cell tracking connected by an asynchronous transfer mode (ATM) network.
to URA tracking. After that, if the number of URA updates reaches g - -
athreshold K, the MS is tracked at the RA level. This paper pro- T_he connecthn between the UTRAN and the CN is achieved
poses analytical and simulation models to investigate the perfor- Via the ATM links between the RNCs and SGSNs. The MS
mance of the inactivity counter mechanism. Our study provides communicates with Node Bs through the radio interface based
guidelines for K; and K> selection to achieve lower net costs of gn the wide-band CDMA (WCDMA) technology.

location update and paging. The cells (i.e., radio coverages of Node Bs) in a UMTS ser-

Index Terms—Mobile network, mobility management, universal  vice area are partitioned into several groups. To deliver services

mobile telecommunications system (UMTS), wireless data. to an MS, the cells in the group covering the MS will page the
MS to establish the radio connection. The location change of
I. INTRODUCTION an MS is detected as follows. The cells periodically broadcast

) . their cell identities. The MS listens to the broadcast cell identity
E XISTING = second-generation (2G) mobile-communiang compares it with the cell identity stored in the MS's buffer.
cations systems [such as global system for mobilethe comparison indicates that the location has been changed,
communications (GSM)] are designed for voice servicegen the MS sends the location-update message to the network.
which only have limited capabilities for offering data servicesgp the UMTS PS domain, the cells are grouped into routing areas
On the other hand, the third-generation (3G) systems [such@s). The RA of an MS is tracked by the SGSN. The cellsin an
universal mobile telecommunications system (UMTS)] [10RA are further grouped into UTRAN registration areas (URAS).
support mobile multimedia applications with high data-tranghe URA and the cell of an MS are tracked by the UTRAN.
mission rates. As shown in Fig. 1, the UMTS infrastructurpig_ 2 illustrates an example layout of cells, URAs, and RAs.
includes the core network (CN) and the UMTS terrestrial |n ymTS, the mobility-management activities for an MS are
radio-access network (UTRAN). The CN is responsible fQiaracterized by two finite state machines: mobility manage-
switching/routing calls and data connections to the extern@knt (MM) and radio resource control (RRC). The packet MM
networks, while the UTRAN handles all radio-related func(pMM) state machine for the UMTS PS domain is exercised
tionalities. The CN consists of two service domains: thgetween the SGSN and the MS for CN-level tracking, while the
RRC state machine is executed between the UTRAN and the MS
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MS: Mobile Station UTRAN: UMTS Terrestrial Radio Access Network

Fig. 1. Simplified network architecture for the UMTS PS domain.
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Fig. 2. Cells, URAs, and RAs.
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Fig. 3. State diagrams for UMTS mobility management. (a) Incomplete PMM state diagram for PS domain. (b) Simplified RRC state diagram.

RRC URA connected mode. We will briefly elaborate on theerving RNC and the serving RNC is responsible for tracking
PMM and RRC state transitions. See [1] and [2] for completbe cell where the MS resides. Packets can only be delivered
descriptions of the PMM and RRC state machines. in this state.

When there is no data transmission between the MS and thén the PMM connected/RRC cell-connected mode, if the MS
core network, the MS is in the PMM idle state and RRC idlbas not transmitted/received packets for a period, the RRC state
mode. In this case, UTRAN has no information about the idl&f the MS is switched to RRC URA connected mode [see T2 in
MS and the MS is tracked by the SGSN at the RA level. Fig. 3(b)]. In this case, the RRC connection is still maintained,

When a PS signaling connection is established betweehile the URA of the MS is tracked by the serving RNC. In this
the MS and the SGSN (possibly in response to a page fraransition, the PMM state of the MS remains unchanged, i.e.,
the SGSN), the MS enters the PMM connected state [siwe state is PMM connected.

T1 in Fig. 3(a)]. Since the establishment of the PS signalingIn the PMM connected/RRC URA connected mode, if the
connection triggers the establishment of the RRC connectitts transmits/receives a packet, the RRC state is moved back
between the MS and its serving RNC, the RRC state of the M@RRC cell-connected mode [see T3 in Fig. 3(b)]. On the other
is switched to RRC cell-connected mode [see T1 in Fig. 3(bfjand, if the PS signaling connection and the RRC connection
In this case, the SGSN tracks the MS with accuracy of tlae released (e.g., a communication session is completed) or if
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TABLE | As noted in our previous work [12], the timer approach
UMTS LocaTiON-UPDATE COSTS may have a synchronization problem. That is, the peer-state

location update modes | cell update | URA update | RA update ~Machines in the MS and the UTRAN or the SGSN may stay in
location update cost high medium low different states at the same time due to the errors of the clock
paging cost low medium high rates. Besides, the counter approach may significantly outper-

form the timer approach because the timer approach uses two
) . ) .. timers of fix-length thresholds. When the mobility rate and/or
no packet is transmitted for a long time, the RRC state is f,ﬁ(?cket—transmission patterns change, the fixed thresholds of
switched to RRC cell-connected mode and then t0 RRC i imers do not adapt to the changes. On the other hand, the
mode [see T3 and T4 in Fig. 3(b)]. In this case, the PMM stajfy o sholdsic, and K, of the counter approach always capture
is also changed to PMM idle [see T4 in Fig. 3(a)]. the K;th cell update and th&'>th URA update of an MS no

The above three-level location-management strategy is dgatter how the mobility rate and packet-transmission patterns

signed to reduce the net costs of location update and pagigange. Therefore, this paper will not elaborate on the inactivity
Within a communication session (i.e., the MS is in the RRfmer approach and will focus only on the inactivity counter
cell-connected mode and the PMM connected state), the MS g¥achanism. In the following sections, we propose analytical
pects to continuously transmit/receive packets. In this case, & simulation models to investigate the performance of the
MS performs a location update whenever it moves to a new ceflactivity counter mechanism. Specifically, given any mobility
With a cell update, no cell is paged if there are dedicated chathd traffic patterns, we determine the net costs of location
nels allocated to the MS. If the MS has no dedicated channghdate and paging under varioi§ and K threshold values.
the currently visited cell is requested to page the MS for pack®tr study provides guidelines fd; and K, selection that
delivery. Without loss of generality, we assume one cell-pagimgsults in lower net costs.

cost in this paper. On the other hand, during an ongoing ses-

sion, there may exist some idle periods where no packets are

delivered. To avoid frequent cell updates while still keeping the Il. ANALYTICAL MODEL FOR INACTIVITY

RRC connection in this situation, the MS is switched to RRC COUNTER MECHANISM

URA connected mode to perform a URA update for every URA s section proposes an analytical model to study the UMTS
crossing. When the communication session between the MS &igktivity counter mechanism. We first describe a two-dimen-
the SGSN is completed, the MS will not transmit/receive anyfonal (2-D) random walk model for user movement based on a
packet foralong period. In this case, the RRC connection shoygyagonal cellular configuration. We then show how to use this
be released for efficient wireless bandwidth utilization. In addingdel to investigate the performance of the UMTS inactivity
tion, the MS should be tracked at the RA level because cell- @unter mechanism. For specific threshdiisand K, we de-
URA-level tracking is too expensive in terms of signaling overive the expected number of location updates (including cell,
head and power consumption. Therefore, the RRC and PMMRA, and RA updates) performed in the idle period between
states are switched to RRC idle mode and PMM idle state, teso packet transmissions and the expected number of cells that
spectively, and the MS is tracked at the RA level. Based on theed to be paged for packet delivery.

above description, the costs of the three location-update modes

are summarized in Table I. A. Random Walk Model

In the PMM and RRC state machines, the mechanism thatF q rati ider the h | cell
triggers transitions T2 and T4 has significant impacts on the or demonsiration purposes, we consider the hexagonal ce

signaling traffic of the UMTS system. This mechanism ca.lr?yom in Fig. 4. In th|_s conflguratlon, the ceI.Is are clustered
. ) mtTo several URAs, which are in turn clustered into several RAs.
be implemented by two approaches. The first makes use O

. Lo An n-layer URA coversS(n) = 3n? — 3n + 1 cells. Fig. 4
two inactivity timers X, and X,. At the end of a packet illustrates a three-layer URA. The cell at the center of the URA

transmission, timerX'; is set to a predefined threshold Valu?s.{eferred to as the layer-0 cell. The cells surrounding layer

and is decremented as time elapses. Transition T2 occurs, it | ~ais are referred to as the layereells. There aréa:

the MS does not transmit/receive any packets before timegls in jayer; except for layer 0, which contains exactly one
Xi expires. When timerX; expires, the second time¥s iS o)1 An -layer URA consists of cells from layer 0 to— 1.

set to a predefined threshold value and is decremented. TiM¢k structure of am-layer RA is similar to that of am-layer

Xy is used to determine the time when transition T4 ocCurgrA, except that the basic elements are URAs instead of cells.
In the second approach, two inactivity count®isandY; are  Therefore, am-layer RA coversS(n) URAs. Fig. 4 illustrates
employed. CounteY; counts the number of cell updates in theeyen two-layer RAs (A, B, C, D, E, F, and G). Each consists of
idle period between two packet transmissions. If the number §dven three-layer URAs. Based on this RA/URA/cell structure,
cell updates reaches a threshéid, then the MS is switched we derive the number of cells and URAs that are visited before
to perform URA updates through transition T2. After T2 hag user moves out of an RA.

occurred, countei; is used to count the number of URA In[3], we proposed a cell-type classification algorithm based
updates in the observed idle period. If the number of UR&n the random walk model. The work showed thatnalayer
updates reaches a threshdid, then the MS is switched to hexagonal cellular network can be modeled by a state transition
perform RA updates (i.e., transition T4 occurs). diagram withn(n + 1)/2 states. Based on our model, Tsegig
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2-layer RA

Fig. 4. Cell/lURA/RA layout in a UMTS network.

Fig. 5. Type classification for a six-layer UTRAN registration area.

al. [16] further reduced the number of statesA(:), where for
n > 1

4
- n(n+4) (1)
4

+D)(+3) s odd
A(n) = o
nlntd) n is even.

According to the type-classification algorithm in [3] and [16],

we classify the cells in a URA into several cell types. Foe 0
andy > 0, a cell type is of the formz, y), wherex repre-
sents that the cell is in layarandy represents thegth type in

3-layer URA

cell in layer 0 is of the typ€0, 0). The six cells in layer 1 are
grouped together and assigned to the same(tyig. A layer—2

cell may have three or two neighbors in layer 3 and is assigned
to types(2,0) and(2, 1), respectively.

Based on the above cell labeling, we compute the number of
movements an MS will take to cross the boundary of.dayer
URA. A state of this random walk is of the forifx, y). For
0 <z < nand0 <y < |z/2], the statgz, y) is transient,
which represents that the MS is in one of the cells of type)).
Forz = nand0 < y < |(n — 1)/2], the state(n,y) is
absorbing, which represents that the MS crosses the boundary
of the URA from a cell of typén — 1, yy). Details of the random
walk and derivation of its steady-state probabilities are given
in [3]. The results are summarized as follows. pet ) .,y
be the one-step transition probability from statey) to state
(2',y'),i.e., the probability that the MS moves fronjaa y) cell
to a(z’,y’) cell in one step. The transition probability matrix
P = (p(a,y),(2',y)) Of the random walk is

01 0 00 000
1 1 1 1
g§g§? 000
0 2 0 3 & 000
0+ 3 00 000

P=|0 0 % 0 0 0 0 0 . (2
000 00 1 00
000 00 -~ 010
000 000 -+ 00 1/, am

As an example, the element, = 1/6 in matrix P represents

layer z. Cells of the same type are indistinguishable in ternibat the MS moves from @, 0) cell to a(2,0) cell in one step
of movement pattern, because they are at the symmetrical ptth probability 1/6. DefineP®*) as

sitions (with respect to the solid and dashed lines in Fig. 5) on

the hexagonal URA. Based on the derivation in [16], Fig. 5 la- plk) {P fork =1

bels the types of cells for a six-layer URA. In this example, the

PEDP fork > 1. (3)
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Fig. 6. Timing diagram for cell, URA, and RA updates.

An elementpgﬁ?y)_(z,_y,) in P*) is the probability that the
random walk moves from stafge:, ) to state(z’,y’) with k

steps [it is possible that state’, ') is revisited several times
during thesek steps]. Letpy (..y),,y) b€ the probability

that an MS initially stays at statér,y) and takes its first

entrance into stater’, y') at thekth step. Thenpy ..y, (n.5) IS
expressed as
{P<z7y>7<n,j>7 fork =1 @
pk(zy)(n]) = (k) _ (k’*l)
Pla)(ng) ~ Plea)ng) 107k >1

which can be solved by using the transition probability matrices
(2) and (3). Equation (4) gives the probability that an MS will
move out of a URA at th&th cell crossing. Note that the number

of URA movements before the user leaves an RA can also be
derived using the same approach where the cells are replaced
by the URAs.

packet transmission

t2, the MS is at th€0, 0) cell with probability1/S(n), at
a cell of type(z, 0) (1 < z < n) with probability6/S(n),
at a cell of type(2z,z) (1 < = < |(n — 1)/2]) with
probability6/.S(n) and at a cell of typéz, ) 3 < z < n,
1 <y < |(z —1)/2]) with probability12/S(n), where

S(n) =3n% —3n+1 (5)

is the number of cells covered by anlayer URA. Con-
sider a six-layer URA that cover§(6) = 91 cells (see
Fig. 5). Since there are six cells of tyf 1) and 12 cells
of type(3,1) in the URA, the MS is in a cell of typé2, 1)

with probability 6/91 and in a cell of typé3, 1) with prob-
ability 12/91. Letf, (n, k) be the probability that aftep,

the MS will leave then-layer URA at thekth cell move-
ment. Then

[

1

B. Location Update and Paging Costs b1(n. k) = {S(n)} JZO Pk, (0,0),(n.)

Fig. 6 shows the timing diagram of the location-update ac- _ D 1 )
tivities for an MS in an idle period between two packet trans- 12 nfll 2 J LTJ
missions. Suppose that the previous packet transmission of the + [Tn)} Z Z Z Pk (z,y),(n.5)
MS ends at time, and the next packet transmission begins at =3 y=1  j=0
timet;. Lett, = t; — to. Consider the execution of the inac- - [@J
tivity counter mechanism with specific thresholAs and K. 6 n-1l 2
For the firstK; cell crossings during periag, the MS performs + {%} Z Dk, (2,0),(n.5)
a cell update for each of the cell crossings. After figh cell 7=t =0

update, the MS will not perform any cell updates and begins per-
forming the URA updates. After th&>th URA update, the MS
will not perform any URA updates and begins performing the
RA updates. Assume that th€; th cell update occurs at time
to and that the first URA update occurs at tire Based on
the equal-routing probability assumption of the random walk at
time ¢o, the MS will stay at any cell of the visited URA with
equal probability. On the other hand, after any URA update, the
MS will only stay at one of the boundary cells of the visited
URA. Thus, to derive the number of URA updatestjn we
need to consider the following two cases.

Case | Starting from an arbitrary cell, we compute the
number of cell crossings before the MS moves out of the
URA [i.e., the number of cell crossingsiity, ¢3) in Fig. 6].

As we mentioned before, at tintg, the MS can be in any
cell of the URA with the same probability. Therefore, at

-(6)

Pk,(2x,2),(n,5)
j=0

Case Il Starting from a boundary cell of an URA at time
t3, we compute the number of cell crossings before the MS
moves out of the URA. In [13], we showed that after en-
tering the URA, the MS is in a boundary cell with proba-
bility proportional to the number of boundary edges for that
boundary cell. Under the condition that an MS is moving
into a boundary cell, the MS enters a type— 1,0) cell
with probability3-6/B(n), enters atypén—1, (n—1)/2)

cell (whenn is odd) with probability2-6 / B(n), and enters
atype(n — 1,y) cell (1 < y < |n/2] — 1) with proba-
bility 2 - 12/B(n), whereB(n) = 6[3 + 2(n — 2)] is the
number of boundary edges in anlayer URA. In Fig. 5,



1608

B(n) = 66 for a six-layer URA. In this example, there are

three boundary edges for each of the &§ix0) cells and
the MS enters a boundary cell of tygg, 0) with proba-

bility 18/66. Similarly, there are two boundary edges for
each of the 125, 2) cells and the MS enters a boundary

cell of type(5, 2) with probability 24/66. Le¥s(n, k) be
the probability that after an MS enters ardayer URA, it
moves out of the URA at théth cell movement. lin is
odd, then

3-6 -
62(11,]{}) = [m] Z Pk,(n—1,0),(n,j)
=0
[ =D
2.6 oy
+ Bn) | P Pr,(n—1,252) (n.5)
1 [lel-r L]
2-12
[B(n)- y=1 Jgo e

If nis even, then

2]

3-6
92(’11 k) = {m] Z Pk,(n—1,0),(n,j)
j=0
9.12 [3)-1 <=2
+ Pk, (n—1,y),(n,j . (8)
|:B(TL):| ot = k,(n=1,y),(n.5)

Suppose that an MS is in an arbitrary cell ofratayer URA.
Let P(n, N,,, k) be the probability that afteV,, cell move-

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 52, NO. 6, NOVEMBER 2003

probability 6, (n, 7)]. For N,,, > 0, if £ = 0 (i.e., the MS
does not cross any URA boundary during thégg cell
movements); must be larger thav,,. Therefore, in this
case.>(n, Non, k) = Prlj > Nyl = Y52 x4 01(n, ).
Case llt k > 1, N,, > k. In this case, there ark
URA boundary crossings during thé&/,, cell move-
ments. If the MS crosses the first URA boundary at
the jth cell movement [with probability, (n, j)], then
the MS must cross the remainirig— 1 URA bound-
aries during the subsequenf,, — j cell movements
[with probability P*(n,N,, — j,k — 1)]. Therefore,
P(n, Ny, k) = 320 01(n, §) P (, Niwy — j, ke = 1).

Case IV N,,, < k. During an idle period, it is impossible
that the number of URA boundary crossings is larger than
the number of cell movements. Thug(n, N,,,, k) = 0in
this case.

Similarly, we have

P*(n, Ny, k")

(1, for k*=N} =0
> a(n,j), for k* =0, N}, >0
=Nz +1
={ N
5" [6a(0. )
§=
xP* (n, N}, —j, k*—1)], for k*>1,N} >k*
\ 0, for N, < k*.

(10)

Equations (9) and (10) can be effectively computed by using the
dynamic programming technique [14]. Note that (6)—(10) can
also be used to derive the number of RA boundary crossings for
ann-layer RA layout, given that the number of URA movements
is known.

With (9) and (10), we derive the number of cel/lURA/RA up-

ments, the MS crossésURA boundaries. Similarly, considerdates in the idle period between two packet transmissions as fol-

an MS initially residing at a boundary cell of anlayer URA.

lows. Assume that, = t; — ¢, in Fig. 6 has a general distribu-
tion with the density functiorf, (¢, ), the expected valug/\,,

oo

| ettt

t,=0

For the inactivity counter mechanism with specific thresholds
K, andK,, let N,, be the number of location updates (including
the cell, URA, and RA updates) during perigd Based on the
aforementioned random walk model, the distributiodVgfcan

be derived as follows. Suppose that the cell residence ttisne

Let P*(n, N, k*) be the probability that afteW ¥, cell move-
ments, the MS crossds URA boundaries. From (6)-(8), we and the Laplace transform
have
P(n, Npm, k)
(1, for k=N,,=0
> b1(n,j), for k=0, N,,, >0
§=Nm+1
= JV’"
Zl [01(n7J>
J:
xP*(n,Np, — 3,k —1)], fork>1,N,, >k
L 0, for N,,, <k.

©)

Four cases are considered in (9).

Case |l kK = N, = 0. If there is no cell movement during

has an Erlang distribution with medg\,,, = m/A, variance
Vi = m/A?%, and density function

e Mm (At )"t

fort,, >0
(m—1)! =

11)

fm(tm) =

an idle period, there will be no URA boundary crossing

during this period an®(n, N, = 0,k = 0) = 1.

wherem = 1,2,3,.... We select the Erlang distribution

Case It k = 0, N,, > 0. Assume that the MS crossesbecause this distribution can be easily extended into a
the first URA boundary at thgth cell movement [with hyper-Erlang distribution, which has been proven to be a good
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approximation to many other distributions as well as measured £ = 1,2, .... Fork = 0, we have
data [7], [8], [11].

Since the cell crossings of an MS can be modeled as an equi- W[N. = 0] = / <e—/\tp )

librium Erlang-renewal process [15], the probability mass func- . m
tion of the number of cell crossing€. within ¢, is tp=0
m—1 . 5
m — 7)(At,)?
X [( ),( v) }fp(tp)dtp
j=0 I
T /ey .
piv. == [ (S0 () =]
tp=0 m = jl
km+m—1 . j o
" Z {(km-i—m" J)(Atp) } 3 N
iShm J: X 1) fp(tp)e”Nrdt,
km—1 ) t,=0
LS [t o] } I (5t ey
«'! o m — j —
el SOIbES S
=0

7 *
) [ o ) >< [—d j}s’fs>] } . @
-(W){ X
oo Consider a UMTS network with’-layer URA and:”’-layer RA
% / 1, (t,)eMrdt structure. From (9), (10), and (12), the probability mass function
J e P for N, is shown in (13) at bottom of the page. Equation (13) is
tr=0 explained as follows.
P! ( — km +m)\ Case | j < Kj. In this case, the MS only performs cell
- Z [#} updates in the idle period. Therefore, the probability of
g=hkm—m N, location updates is equal to the probability/éf cell
r crossings.
X / t;fp(tp)e_*tpdtp Case It K1 < j < K1 + K». In this case, there arecell
£, =0 crossings in the idle period (with probabilBt[ V. = k]).
fmm—1 ' Note thatk > j > K;. Therefore, during thesk cell
B (i) { Z [(km +m — j)(—/\)]} crossings, the MS performk’; cell updates for the first
m ; 4! K, cell crossings (with probability 1). After the MS enters
J=km the URA update mode, the MS perfornis— K; URA
& f(s) updates during the subsequént K cell crossings [with
dsi probability P(n', k — K1,j — K1)].
1 _“_A ) Case llt j > K; + K,. Similar to Case Il represents
-3 {(J — km + m)(—)\)]] the number of cell crossings in the idle period, wheere
imhm J! j > Ky + K>. The MS first performds; cell updates for
& the first Ky cell crossings. Then, it enters the URA update
% [ Fy (s)] } mode, where there alieURA crossings in the remaining
ds? o k — K; cell crossings with probability?(n', k — K1, 1),
P (N =
( Pr[N. = j], forj < K,
> {Pr[N: = k]
k=j
= XP(n',k—Kl,j—Kl)}, for K; §j<K1 + Ko (13)

>
k=j
\ XP(’I’L/I7'L'—K27]'—K1—K2)}7 foerKl'i'KZ

k—K,
S {Pi[N, = k] x P(n’, k — K1,7)
1=K>
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TABLE I
COMPARISON BETWEEN THEANALYTICAL AND SIMULATION RESULTS

Erlang A\ = A, Viy = 1/ (K3 =5, A = A1 /30, Ap2 = A /720, = 0.6, U =4,V = 1)

K, 1 5 9 13 17 21
Cr(Analytical) | 25.2514 | 27.2976 | 29.1329 | 30.6918 | 32.0157 33.1403
Cr(Simulation) | 25.5038 | 27.5381 | 29.3305 | 30.7652 | 32.1216 33.2821

Error 0.9995% | 0.8810% | 0.6783% | 0.2392% | 0.3308% 0.4279%
Erlang Ay, = A/5, Vi = 5/02 (Ky = 5, A = A1 /30, Apo = A\p1 /720, @ = 0.6, U = 4, V = 1)

Ky 0 4 8 12 16 20
Cr(Analytical) | 13.9573 | 9.14372 | 8.26156 | 8.09384 | 8.06196 8.05589
Cr(Simulation) | 14.0157 | 9.12147 | 8.23973 | 8.05265 | 8.03802 8.03023

Error 0.4184% | 0.2439% | 0.2649% | 0.5115% | 0.2978% 0.3195%
Erlang A, = A/10, V,;, = 10/A% (Ko = 5, A = \p1 /30, Az = A1 /720, = 0.6, U =4,V = 1)

K, 1 5 9 13 17 21
Cr(Analytical) | 5.61760 | 4.99601 | 4.87692 | 4.85365 | 4.84910 4.84822
Cp(Simulation) | 5.58651 | 4.99591 | 4.88063 | 4.84336 | 4.84785 4.85471

Error 0.5565% | 0.0020% | 0.0761% | 0.2125% | 0.0258% 0.1339%

wherei < k — K. During these URA crossings, the MS  The analytical analysis has been validated by a discrete event-

performsK> URA updates for the firsik', URA crossings

(with probability 1). Then the MS perfornys— K; — Ko

RA updates in the subsequént K, URA crossings with

probability P(n”,i — K5,j — K1 — K2), wherei > K.
Based on (13), we derive the net cost of location update
and paging during the expected periBft,]. Assume that the
cost for performing a location updatelisand that the cost for for demonstration. Table 1| compares the analytical and simu-
paging at one cell i¥. Let C,, be the expected location-updatdation results. The parametekg;, A2, anda used in Table Il

cost duringt,. From (13), we have

C.=U j Pr [N, =7j].
> P N = 4]

=0

(14)

For the paging operation, there are three possibilities.

« If the MS stays at the cell-update mode, then only one cell

needs to page the MS.

simulation model. The simulation simulates the movement of an
MS on the hexagonal plane, where the UMTS network consists
of two-layer URAs and RAs. The, interval is exponentially

distributed and the cell residence times have the Erlang distri-
bution givenin (11). Note that our models can be applied to gen-
eralt, distributions and that we only show the exponential case

will be explained in detail later. The table indicates that the er-
rors between the analytical and simulation models are within
1%. Also, the errors for th@y (n, k), 02(n, k), P(n, Nm, k), and
P*(n, N, k*) values are less than 1% in most cases. Details of
these results will not be presented. It is clear that the analytical
analysis is consistent with the simulation results.

I1l. NUMERICAL EXAMPLES

* Ifthe MS stays at the URA update mode, then all cells of Based on the simulation validated by the analytical model de-

the URA should page the MS.

scribed in the previous section, this section investigates the per-

* If the MS stays at the RA update mode, then all cells @5rmance of the UMTS inactivity counter mechanism. The ex-

the RA should page the MS.

periment settings in this study are similar to that of our previous

LetC, be the expected paging cost duriggBased on (13), we study on the GPRS ready-counter mechanism [12]. We combine

have

Ki—1

C,=V Pr [N, = j]

/! ,’n,”)

Ki+Ks—1
+8(@m) > Pr [N, =]
J:Kl (n/vnll)
+8(n)S(n") Y Pr [N,=j
=i, )

. (15)

From (14) and (15), the net coéty for location update and

paging during,, is

Cr=Cy+C,.

(16)

the ETSI packet data model [6] with tlm/oOFF source model
(also known as a packet train model) [4]. As shown in Fig. 7,
we assume that the packet data traffic consists of communica-
tion sessions. Within a communication session, packet traffic is
characterized bgN/OFFperiods. In aroN period, a burst of data
packets are transmitted. In arF period, no packets are deliv-
ered. Other assumptions are summarized as follows.

» The OFF periodt,; is drawn from a Pareto distribution
with meanl/\,; and infinite variance. It has been shown
that the Pareto distribution with infinite variance can
match with the actual data traffic measurements very
well [17]. A Pareto distribution has two parameters,
(8 andl, where 8 describes the “heaviness” of the talil
of the distribution. The probability density function is
fitp) = (B/D)(1/tp,1)PTt and the expected value
is Elt,1] = (8/8 — DI If B is between 1 and 2, the
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Fig. 7.

Fig. 8. Effects ofK'y, K>, andA,» onC,, C,, andCr (solid: Ao = (1/200)A,1; dashedX,o = (1/600)A,1; A,y = (1/10)A,1, Vi = (1/A2)
Vo = (1/A2
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p2

variance for the distribution becomes infinite. The typical
parameter values obtained in [17] &§,,] = 10.5 s and

B = 1.2 for oFr periods. Our study uses the abdv,]
andg values.

The idle period,» between two consecutive communica-

is followed by an intersession idle period with probability
1—a.
¢ The cell-residence times have a Gamma distribution with
the meari/\,, and variancé’,,,. The Gamma distribution
was employed to model MS movement in many studies
tion sessions has a Gamma distribution with meak,» [5], [8], [9] and is used in this paper to investigate the
and variancé/,2. The Gamma distribution with shape pa- impact of variance for cell-residence times.
rameter) and scale parameter(i.e., mearl/A,> = n/A  To simplify our discussion, we consider the two-layer URA and
and variancé,; = 1/A?) has the following density func- the two-layer RA cell layout. The effects of the input parameters
tion: are investigated as follows.
Fig. 8 shows howk; affectsC,, C,, andCy. For a fixed
Ae” M)t K>, it is clear that ifK; increases, the location-update (LU)
T'(n) ’ costC, increases while the paging cost, decreases. When
K, is very large, the MS always performs cell updates and no
wherel'() = f,:io 21—lo—2 ]~ is the Gamma function. URA or RA update is executed. In this case, thg and C,
It has been shown that the distribution of any positiveosts are not affected by the changeiaf [see theC', andC,
random variable can be approximated by a mixture Hrves in Figs. 8(a) and (b), whef& > 10°]. In Fig. 8(c), the
Gamma distributions ([11], see Lemma 3.9). In this pape¥r is computed directly from thé', andC,, using (16), where
we use the Gamma distribution to investigate the impad?/V') = 4. For the input parameters selected in Fig. 8(c), the
of variance for intersession idle periods. lowestC'r costs are observed whéfy = 1 or 2. The selection
Following the ETSI packet data model, the numbeoef Of K is affected byt,; andt,,, which are described in the
periods in a session has a geometric distribution with mefHlowing two cases.
a/(1 — «) where0 < « < 1. In other words, aroN Case | Since theoFr periodst,; are short [specifically
period is followed by awrrFperiod with probabilityr and Elt,1] = (1/10)\,;,) in Fig. 8], there are few cell updates

Ip2(t) = fort >0
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TABLE Il is 16.1 LUs whenkK; = 1 and K = 0. In this case,
C. AND C, COSTS IN At,z PERIOD (Ap1 = 10\,,; COSTSARE Theorem 1 indicates that the lowes} cost is observed
NORMALIZED BY ONE LU CosT)
whenK, = k.
K, and K, Am = 20X | A = 6070 In a real mobile-communications network, the mobility and
K\ = koo, Ko = kany | Cr =20.25 | Cr = 60.25 traffic patterns of a mobile user usually change dynamically.
K, =1, Ky = kq Cr=10.8 | Cpr=28.0 To obtain lowerCr cost in such an environment, it is required
Ki=1,K,=0 Cr=16.1 | Cr =239 to consider both high (i.e., largg,2) and low (i.e., small,2)

packet-arrival patterns. Fig. 10 illustrates the discrepancies
D(K, = j) of Cr for various\,» values whenk, = j. The

duringt,, and the paging cost, dominates th€’r cost. discrepancyD (K = j) is defined as

Therefore, to maintain low”, cost (i.e., to ensure that
only one cell is paged for the next packet delivery), the

MS should stay at the cell-update mode. For all experi- DK, =j) =
ments considered in this paper, the probability that there

are less than two cell crossings durityg is larger than o ) )
99%. Therefore, ifs; > 2 is selected, then it is likely that Where Cr(K» = j) is the Cr cost for Ky = j and (7 is
the MS will stay at the cell-update mode in thg period. the IowestCT_ cost. Undpr a given,, value, F|g_. 9 indicates
Case It On the other hand, the MS crosses many cdfpat there exists an optimal yaltlé}‘ that resul_ts in the lowest
boundaries during an intersession idle peripgd For ex- 7 Fig. 10 plots theD (K, = j) curves for various,,,. When
ample, the average number of cell crossings is 20for= A2 = (1/200)A,1, Fig. 9 shows that the optimél; is ko, and
20> and 60 for\,, = 60),,. Consider the case Wherethatt_he corresponding. |s_14.46. Sinc€'r (K, = 0)is 20.76,
A = 20),2. Table Il listsC,, andC,, normalized by one the discrepanc) (K> = 0) is ((20.76—14.46)/14.46) ¥ 100 =~
LU cost. WhenK; = k..t andKs = k,,,,2 the Cr cost 43~§7%- o ) )

is 20.25 LUs. Wherk; = 1 andK, = koo the C' cost Fig. 10 indicates that whek,; < (1/440)A,1, Cr is an in-

is 10.8 LUs. Based on the above discussion, we have creasing function ok’,. In this case, the discrepancib$ K, =
j) for j < 30 are less than 10%. On the other hand, whgn>

(1/440)\,1, Cr is a decreasing function df,. In this case,

D(K, = j) are less than 10% for > 20. Therefore, for all

. . o Ap2 values considered in our experiments, if we want to main-
Since Theorem 1 in the Appendix indicates that the lowe i?w reasonably low’y values su?:h thab (K> = j) < 10%
Cr value occurs wheiky = 1 or Ky = koo, (17) implies oo i vajue should be selected from the range [20,30].
that K; = 1 is the optimal threshold value intg, period. Effects of\,,. Fig. 8 plots theC,,, C,, andCy curves for

~ To obtain lowCr values by considering both Cases I and ll)‘p? _ (1/200’;)\])1 and\,, — (1/616,0)):;’1. The figures show

It lls:.appg)prl?jt%tohseleﬁrg ! ;r 2. o C dC. Th that C,, C,, andCr increase as\,, decreases. A small,;

& '9S. f[?n i OIW OV 2 adects w Hu 3” r. 1he implies a long intersession idle period and more cell movements
eC ects o |2 ont he OC;‘;K_m up ati(coé}r an hgggmg C(_)St during this period. Therefore, the location-update cgswill
v .are S'm.' arftot _at OoKI. glr\]/_(len ﬁ éva ue,.t d“ cost '_S increase accordingly. For fixeHd; and K5 values, increasing

an increasing “'.”C“O” 2 W lle theC, cost IS @ AeCreasing yne numper of cellmovements implies increasing the probability

function of K'». Fig. 8 also indicates that thﬁl is large.C, that the MS will enter the URA update mode or even the RA

andC? are not aff_ected_ by the_change@iﬁ. Fig. 9 shows that update mode when the next packet arrives. Thus, a high paging

if Apo IS sma_II,CT IS an Increasing fun_ctlon dr?_' Onthe other cost is expected. We also notice that when kigihand\» are

hﬁnd’ ifApz IS _Iarge,IC_T I?jq d(ra]cr;ea}lsmg function df». This large, increasings; only has an insignificant effect arl;. This

phenomenon is explained in the fo °W'”9_ twg cases. phenomenon is explained as follows. For laige and K, it is
Case | Ap2 = (1/600)A,, (thet,, period is long). When jikely that K is larger than the number of cell crossings during
K1 = 1andK; = koo, Table lllindicates that th€'r cost  the idle period. Therefore, the MS will only perform cell updates
is 28 LUs. WhenK; = 1 andK; = 0, theCr costis 23.9 and increasinds; only insignificantly increases thé; value.

Cr(Kz =j) = CF
Cr

OT(Kl = ].) < CT(Kl = koo) (17)

LUs. Thus Effects ofw. A smallera implies more intersession idle pe-
riods. Since more cell crossings are observed in an intersession
Cr(Ks =0) < Cp(K3 = ko). (18) idle period than in theFF periods of a sessiorn)r increases

asa decreases. Similar to the discussion for the interaction be-
From Theorem 1, the lowest'r value occurs when tweenk; and\,., Cr is more sensitive to the changelgf for
K> = 0or Ky = k., and (18) implies that the lowesty  a smalla than a largex.
cost is expected wheR> = 0. Effects of variancé’,,, . Fig. 11 plots the”'; curves where the
Case It A,z = (1/200))\,; (thet,s period is short). The cell-residence times have a Gamma distribution with the mean
Cr costis 10.8 LUs wherk; = 1 and K, = k. and 1/\, and the variancé/,,. This figure indicates tha€'r is
1In computer simulation, itis impossible to generate an infinite number. Th a decreasing fur-lcuon dfm WhenV., increases, more Sh_OI’t
ko is defined as a number larger than the number of cell crossings in ény ﬁgd |Ong cell-residence times are Observ_ed' Long_cell-re5|dence
period. times imply a small number of cell crossingg, which result
2k, is an arbitrary integer number. in a smallCr. On the contrary, short cell-residence times imply
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P27

45
40
35
x: Ko=0 0: Ko=7 p>:Ky=30
30 *2](2:3 03]\/’2:10 11{2:90
011{2:5<] [\,2:20 ZKQI'OO
D(KQZ ) 25 o
07
(%) 20 - ]
15 S
10 - & St /
53 < S . \ £ 2 :
E: E: B — =
8

; : : s
200 240 280 320 360 400 440 480 520 560 600
1/Ap2 (unit: 1/Ap)

Fig. 10. Discrepancyp (K> = j) of Cr (K1 = 2, Ay = (1/10)Ap, Vi = 1/A2,, Vyo = 1/X2,, (U/V) = 4, anda = 0.7).

m1 p21

large number of cell crossing€., which increase€'r. We ob-
serve that wheiv,. > K, the numbers of URA and RA cross-
ings do not increase as quickly &5 does. The resultis that the
negative effect of short cell-residence times are not as significa
as the positive effect of long cell-residence times. Therefore, tk
combined effect is thaf'r decreases &g, increases. Fig. 11 Cr

also indicates thaf'r is not sensitive to the change 6f, when 20
Vi < (1/A2,)- X
Effects of varianc&’,». Fig. 12 plotsCr as a function oV, 154 *° Ap2 = @)‘pl
whereV,,, is the variance of the intersession idle periogs *1Ap = @Apl
This figure shows thaf'r decreases ds,, increases. Wheti,, 10 d i = 5‘}‘9.’.\?1. S I
increases, more long and sheyt periods are observed. For a 102 10! 10° 10! 102

shortt,», few cell movements occur during this period (i &,

is small) and a small’r is expected. On the other hand, for a
longt,», many cell movements occur during this period (., Fig. 11. Effects oy, onCy (Ky = 2, Ko = 5, A = (1/10)A,0, Vo =
is large) and a larg€'r is expected. Nevertheless, wh&h >  1/)2,, (U/V) = 4, anda = 0.7).

p2’

Vi (unit: 1/X2)
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of location update and paging in the idle period with cell-up-
date threshold<; and URA-update threshold,. Let K*
, K3 ) be the optimal threshold value pair that minimizes the
net costC'r. Definek, as a number larger than thé. value in
the idle period. Lek,,, be an arbitrary integer number.
Theorem 1:For an idle period K*

(Koo, Kany )s (1, koo)

Proof: LetN,.(j)andN.,(j) be the numbers of URA and

RA crossings between ther1st cell crossing and th..th cell
crossing, respectively. It is clear thak N.. We consider three

Case | N, < K. In this case, there are no URA and RA
updates during the idle period and the net @dgtis not
affected by the value dk,. Therefore, for an arbitrar’,

(K7
Cy
or (1,0).
0 TTTTT 717 T rrrTrTTT T T T T TTTTT] T T T TTTTT Cases
1072 10! 10° 10’ 102
o2 (unit: 1/X2))
Fig. 12. Effects oo onCr (Ki1 = 2, Ko = 5, Apo = (1/200)A,1,

V,, = (1/X2),(U/V) = 4, anda = 0.7).

Ky, the numbers of URA and RA crossings do not increase
as rapidly asV. does. Consequently, the net effect is that
decreases &8, increases.

IV. CONCLUSION

This paper investigated the location-management strategy for
UMTS PS service domain. When an MS is not in any communi-
cation session, the system tracks the RA where the MS resides.
Within a communication session, the MS is tracked at the cell
level during packet transmission. In the idle period of an on-
going session, the MS is tracked at the URA level to avoid fre-
guent cell updates while still keeping the radio connection. The
inactivity counter mechanism was proposed in 3GPP 25.331 [1]
to determine when to switch between the three location-tracking
modes (cell, URA, or RA). In this mechanism, two inactivity
counters are used to count the numbers of cell and URA up-
dates in an idle period between two packet transmissions. If
the number of cell updates reaches a thresh6|d the MS
is switched from the cell tracking to the URA tracking. After
that, if the number of URA updates reaches a threshdldthe
MS is tracked at the RA level. We utilized analytical and sim-
ulation models to investigate the performance of the inactivity
counter mechanism. It is clear that s and K, increase, the
location-update cost increases while the paging cost decreases.
There exists optimak’; and K5, that minimize the net costr
of location update and paging. For the input parameters con-
sidered in this paper, the loweSY costs are observed when
K, = 1or 2. If the intersession idle periods, are long,Cr
is an increasing function ak,. On the other hand, if thg,,
are short(Cr is a decreasing function df,. We quantitatively
showed howC'r increases as intersession idle periods and user
mobility increase. In addition, both the variandés of cell-res-
idence times anity,, of intersession idle periods affeCt.. Our
study indicated that &, andV,, increase(r decreases.

APPENDIX
PROOF FORTHEOREM 1

Consider an idle period where no packet is delivered. Let
N. be the number of cell crossings in this idle period. In the
inactivity counter algorithm, leCr (K, K2) be the net cost

valuek,,y, we have

CT(NC + 17 kany) = OT(NC + 27 kany)

CT(kOO7 kany)~ (19)

Caselt N, > K; andN,,.(K;) < K. In this case, there
are no RA updates during the idle period. The net ¢gst
is

Cr(K1,K3) =U[Ki + Ny (K1)] + SuraV (20)

whereSyra is the number of cells in an URA [e.g5(n)

in (5) for ann-layer URA layout]. Note that the number
of URA crossings between the second and Ehgh cell
crossing isV,,-(1) — N...(K1). Since the number of URA
crossings is no more than the number of cell crossings in
the same time period, we have

Nur(l)_Nur(Kl) S Kl_l 0rK1+NItT(K1)
> 14+ Ny, (1).

From (20) and (21), we have

(21)

Cr(K1,K3) >U[14 Nyr(1)] + SuraV
=Cr (lvNur(l) + 1)
:CT (17Nur(1) + 2)

=Cr(1,ks0). (22)

Case llt N. > K; andN,,,.(K;) > K. Let the K>th
URA update correspond to thh cell crossing in this idle
period; then,N..(¢) is the number of RA updates and the

net cost is
Cr(Ky,Ks)=UI[K; + Ko+ N,.(7)] + SraV (23)

whereSRga is the number of cells in an RA. The number of
RA crossings between the second andithecell crossing
is N,.(1) — N,.(¢). Similar to the derivation of (21)

Nr(l)—NT(L) S Kl—l—l—KQ or K1—|—K2+NT(L)

> 14+N,(1). (24)
From (23) and (24), we have
OT(Kth) >U [1 + NT(l)] + SrAV = CT(l, 0) (25)
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From (19), (22), and (25), for akk; and K, values, we have [17] W. Willinger, M. S. Tagqu, R. Sherman, and D. V. Wilson, “Self-sim-

ilarity through high-variability: Statistical analysis of ethernet LAN
traffic at the source level [TEEE/ACM Trans. Networkingvol. 5, pp.

Cr (K1, K2) > min [Cr (Koo, kany ), C1(1, koo ), Cr(1,0)] . 71-86, Feb. 1997.

In other words K* = (koo kany)s (1, kso), OF (1,0).
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