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A Mobility Management Strategy for GPRS
Yi-Bing Lin , Fellow, IEEE,and Shun-Ren Yang

Abstract—In general packet radio service (GPRS), a mobile
station (MS) is tracked at the cell level during packet transmission,
and is tracked at the routing-area (RA) level when no packet
is delivered. A READY timer (RT) mechanism was proposed in
3GPP 23.060 to determine when to switch from cell tracking to
RA tracking. In this mechanism, a threshold interval is defined.
If no packet is delivered within , the MS is tracked at the RA
level. When a packet arrives, the MS is tracked at the cell level
again. However, the RT mechanism has a major fallacy in that the
RTs in both the MS and the serving GPRS support node may lose
synchronization. This paper considers another mechanism called
READY counter (RC) to resolve this problem. In this approach, a
threshold is used. Like the RT approach, the MS is tracked
at the cell level during packet transmission. If no packets are
delivered after the MS has made cell crossings, the MS is
tracked at the RA level. We also devise an adaptive algorithm
called dynamic RC (DRC). This algorithm dynamically adjusts
the value to reduce the location update and paging costs. We
propose analytic and simulation models to investigate RC, RT,
and DRC. Our study indicates that RC may outperform RT. We
also show that DRC nicely captures the traffic–mobility patterns
and always adjusts the threshold close to the optimal values.

Index Terms—General packet radio service (GPRS), mobile net-
work, mobility management (MM), wireless data.

NOMENCLATURE

The probability that anON-period is followed by
anOFF-period in the same session.
The total number of states for an-layer RA
random walk.
The number of boundary edges in an-layer RA.
The expected total cost for location update and
terminal paging during .
The net cost in an idle period with threshold.
The expected location update cost during.
The expected terminal paging cost during.
The density function for the distribution.
The density function for the distribution.
The Laplace Transform for the distribution.
The RC threshold.
The expected value for the distribution.
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The expected value for the distribution.
The expected value for theOFF-periods distri-
bution.
The expected value for the intersession idle pe-
riods distribution.
The number of cell crossings during.
The number of RA crossings occurring between
the th cell crossing and the th cell crossing
during .
The number of location updates (cell updates plus
RA updates) during .
The probability that after cell movements, an
MS crosses RA boundaries provided that the MS
is initially in an arbitrary cell of an RA.
The probability that after cell movements, an
MS crosses RA boundaries provided that the
MS is initially at a boundary cell of an RA.
The number of cells in an-layer RA.
The RT threshold.
The cell residence time of an MS at cell .
The time interval between the end of a packet
transmission and the beginning of the next packet
transmission.
The cost for a cell/RA update.
The cost for paging in a cell.
The variance for the distribution.
The probability that an MS will leave an RA at
the th step provided that the MS is initially in an
arbitrary cell of the RA.
The probability that after an MS enters an RA, it
moves out of the RA at theth step.

I. INTRODUCTION

GENERAL PACKET radio service (GPRS) provides
packet-switched data services for existing mobile

telecommunication networks such as global system for mobile
communications (GSM) and digital advanced mobile phone
service [10]. GPRS core network has also evolved into 3G
network (i.e., universal mobile telecommunications (UMTS)
[11]). Most GSM-based mobile operators are deploying GPRS
for wireless Internet services. The network architecture of
GSM/GPRS is shown in Fig. 1. In this figure, the dashed
lines represent signaling links, and the solid lines represent
data and signaling links. The core network consists of two
service domains: acircuit-switched(CS) service domain (i.e.,
PSTN/ISDN) and apacket-switched(PS) service domain (i.e.,
IP). GPRS is evolved from GSM by introducing two new
core network nodes:serving GPRS support node(SGSN) and
gateway GPRS support node. Existing GSM nodes including
base station subsystem(BSS),visitor location register(VLR),
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Fig. 1. Network architecture of GSM/GPRS.

and home location register(HLR) are upgraded. GPRS BSS
consists ofbase transceiver stations(BTSs) andbase station
controller (BSC) where the BSC is connected to the SGSN
through frame relay link. The BTS communicates with the
mobile station (MS) through the radio interfaceUm based on
the time-division multiple-access technology.

The cells (i.e., radio coverages of BTSs) in a GPRS service
area are partitioned into several groups. To deliver services to
an MS, the cells in the group covering the MS will page the MS
to establish the radio link. Location change of an MS is detected
as follows. The cells broadcast their cell identities. The MS pe-
riodically listens to the broadcast cell identity and compares it
with the cell identity stored in the MS’s buffer. If the compar-
ison indicates that the location has been changed, then the MS
sends the location update message to the network.

In the CS domain, cells are partitioned intolocation areas
(LAs). The LA of an MS is tracked by the VLR. In the PS do-
main, the cells are partitioned intorouting areas(RAs). An RA
is typically a subset of an LA. The RA of an MS is tracked by the
SGSN. The SGSN also tracks the cell of an MS when packets
are delivered between the MS and the SGSN.

In GPRS, the mobility management (MM) activities for an
MS are characterized by an MM finite state machine exercised
in both the SGSN and the MS. There are three states in the ma-
chine. In theIDLE state, the MS is not known (i.e., not attached)
to GPRS. In theSTANDBY state, the MS is attached to GPRS and
the MS is tracked by the SGSN at the RA level. In theREADY

state, the SGSN tracks the MS at the cell level. Packet data units
can only be delivered in this state. Descriptions of transitions
among the MM states can be found in [11] and are briefly de-
scribed as follows.

T1) IDLE READY. This transition is triggered by an MS
when the MS performs GPRS attach.

T2) READY IDLE. This transition is triggered by the MS
or the SGSN when the MS is detached from the GPRS
network.

T3) STANDBY READY. This transition occurs when the
MS sends a packet data unit to the SGSN, possibly in
response to a page from the SGSN.

T4) READY STANDBY. This transition is triggered by ei-
ther the SGSN or the MS. In GPRS, aREADY timer
(RT) is maintained in the MS and the SGSN. If no
packet data unit is transmitted before the timer expires,
then this MM transition occurs. The length of the RT
can only be changed by the SGSN. The MS is informed
of the RT value change through messages such as At-
tach Accept and RA Update Accept. This MM transi-
tion may also occur when the SGSN forces to do so
or when abnormal condition is detected during radio
transmission.

T5) STANDBY IDLE. This transition is triggered by the
SGSN when tracking of MS is lost. This transition
may also be triggered by SGSN when the SGSN
receives a Cancel Location message from the HLR,
which implies that the MS has moved to the service
area of another SGSN.

Transition T4 merits further discussion. In theREADY state, the
MS expects to receive packets in short intervals. Therefore,
when the MS moves to a new cell, it should inform the SGSN
of the movement immediately. In this way, the SGSN can
deliver the next packet to the destination cell without paging
the whole RA. On the other hand, if the communication session
between the MS and the SGSN completes, the SGSN may not
send the next packet (the first packet of the next session) to the
MS in a long period. In this case, tracking the MS at the cell
level is too expensive. Thus, the MM state should be switched
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Fig. 2. Cell and RA crossings in an idle period.

to STANDBY and the MS is tracked at the RA level. To conclude,
in the READY state, no paging is required (the packets are
sent directly to the MS) while the location update cost is high
(location update is performed for every cell movement). In the
STANDBY state, the paging cost is high (all cells in the RA are
paged), while the location update cost is low (location update
is performed for every RA movement). The T4 transition can
be implemented by two approaches. In the RT approach [1], an
RT threshold is defined. At the end of a packet transmission,
the RT timer is set to the value and is decremented as time
elapses. Transition T4 occurs if the MS does not receive the
next packet before the RT timer expires. However, the RT
approach has a major fallacy that the RT timers in both the MS
and the SGSN may lose synchronization (i.e., when the SGSN
moves toSTANDBY, the MS may be still inREADY). To resolve
this problem, we consider theREADYcounter(RC) approach.
In the RC approach, an RC counter counts the number of
cell movements in the packet idle period between two packet
transmissions to an MS. If the number of movements reaches
a threshold , then the MM state switches fromREADY to
STANDBY. To capture user mobility more accurately, one may
dynamically adjust the value to further reduce the net cost of
cell/RA updates and paging. Consider the intervalbetween
the end of a packet transmission and the beginning of the next
packet transmission. If we know the number of cell crossings
in and the distribution of RA crossings among these cell
crossings, then we can find the optimalvalue such that the
net cost is minimized. Let be the number of cell crossings
during . Let be the number of RA crossings occurring
between the th cell crossing and the th cell crossing,
where . By convention, for . Fig. 2
illustrates the cell and RA crossings in an idle period. In this
example, . If , then . If , then

. Let be the cost for a cell/RA update andbe
the cost for paging in a cell. Let be the number of cells in an
RA. Consider the RC algorithm with threshold. The net cost

in an idle period can be expressed as

for
for

(1)

In the following theorem, we show how to find the optimal
threshold value for RC in an idle period such that the net
cost is minimized.

Theorem 1: Consider an idle period where no packet is de-
livered. Let be the number of cell crossings in this period.
In the RC algorithm, let be the optimal threshold value that

minimizes the net cost in the idle period. Then,
or .

Proof: As previously defined, is the number of RA
updates in RC with threshold . If , then

(2)

The number of RA crossings within the first cell crossings is
. It is clear that

(3)

From (2) and (3), we have

for (4)

For , we have . Therefore

(5)

From (4) and (5), we have

(6)

In other words, or .
Based on Theorem 1, we devise an algorithm to selectas

follows. Let be the interval between the end of the th
packet transmission and the beginning of theth packet trans-
mission. Let be the optimal value for . The value
can be dynamically adjusted using the following algorithm.

Dynamic RC (DRC) Algorithm
Initialization . Assign an arbitrary value
to . Exercise the RC approach with
threshold before the first packet ar-
rives.
When the th packet transmission is com-
pleted. Compute the optimal that min-
imizes the net cost for the period .
Based on Theorem 1, is either zero or

in , which can be quickly com-
puted with very low cost. Exercise the RC
approach with threshold during ,
where

for

for

(7)

In other words, the threshold between
the th and the th packet transmissions
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Fig. 3. Cell/RA layout in a GPRS network.

is selected as the average of the previous
optimal values. Simulation experi-

ments show that is appropriate when
using (7) to compute . In this paper, we
consider .

Since the MS has the complete information on the numbers of
cell and RA crossings in , the DRC algorithm is implemented
in MS. In DRC, the state transition of SGSN (i.e., fromREADY

to STANDBY) is triggered by the MS. When the MS crosses the
th cell boundary during , it sends an RA update message to

the SGSN instead of the cell update message. Once the SGSN
receives the first RA update message from the MS, it switches
the MM state fromREADY to STANDBY. No extra message is in-
troduced to switch the MM states in DRC. Thus, the network
signaling cost is the same as that of the static RC mechanism.
The only cost incurred by DRC is the computation ofin the
MS. As shown in (7), the computation can be done in microsec-
onds. This cost is not significant and can be ignored.

This paper proposes analytic and simulation models to study
the RT, RC, and DRC approaches. We investigate how the RA
size and the location update–paging costs affect the performance
of these approaches. Specifically, we show that RC is better than
RT, and that DRC can automatically adjust thevalue to mini-
mize the net cost. The notation used in this paper is listed in the
Nomenclature.

Fig. 4. Type classification for a four-layer RA.

II. A NALYTIC MODEL FORREADY COUNTERMECHANISM

This section develops an analytic model to study the GPRS
RC mechanism. We first describe a uniform random walk model
for user movement. Then, we show how to use this model to in-
vestigate the GPRS RC performance. For a specific threshold

, we derive the number of cell updates and RA updates be-
tween the end of a packet transmission and the beginning of the
next packet transmission. Our model considers a GPRS network
with hexagonal cell layout. Such a layout with small cells is rea-
sonable for mobile services in big cities. In this configuration,
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the cells are grouped into several-layer RAs. Every RA covers
cells, as shown in Fig. 3 (where ).

The figure plots seven RAs (A, B, C, D, E, F, and G) and the
cells within the RAs. The cell at the center of an RA is referred
to as theLayer 0cell. The cells surrounding layer cells are
referred to aslayer cells. There are cells in layer except
for Layer 0 which contains exactly one cell. An-layer RA con-
sists of cells from Layer 0 to layer . Based on this RA/cell
structure, we derive the number of cell crossings before a user
crosses an RA boundary.

Based on the equal routing probability assumption (i.e., the
MS moves to each of the neighboring cells with probability 1/6),
we classify the cells in an RA into several cell types [2]. For

and , a cell type is of the form , where rep-
resents that the cell is in layer, and represents the th
type in layer . Cells of the same type are indistinguishable in
terms of movement pattern because they are at the symmetrical
positions (with respect to lines 1, 2, and 3 in Fig. 4) on the hexag-
onal RA. According to the type classification algorithm in [2],
Fig. 4 illustrates the types of cells for a four-layer RA. We de-
velop a random walk model to compute when an MS crosses
the boundary of an -layer RA. A state of this random walk is
of the form ( ). For and , the
state ( ) is transient, which represents that the MS is in one
of the cells of type . For and , the
state ( ) is absorbing, which represents that the MS crosses
the boundary of the RA from a cell of type . The total
number of states for an-layer RA random walk is equal to

. Let be the one-step transition
probability from state ( ) to state ( ), i.e., the probability
that the MS moves from a cell to a cell in one step.
From [2], the transition probability matrixP
of the random walk is given as

...
...

...
...

...
. . .

...
...

...
(8)

Note that the number of states for the random walk can be fur-
ther reduced if we consider the symmetry along the dashed lines
in Fig. 4. The details will not be presented in this paper.

Let be the probability that the random walk
moves from state ( ) to state ( ) with exact steps. Let

be the probability that an MS initially resides at a
cell, moves into a cell at the th step and

then moves out of the RA at theth step. Then

for

for
(9)

Equation (9) can be solved using the transition probability
matrix (8).

Suppose that an MS is in any cell of an RA with equal prob-
ability. In other words, the MS is in cell with probability

and is in a cell of type ( ,
) with probability , where

is the number of cells covered by an-layer RA. Consider the
example where a four-layer RA covers cells (see
Fig. 4). Since there are one cell of type and six cells of
type in a four-layer RA, the MS is in cell with prob-
ability 1/37 and in a cell of type with probability 6/37. Let

be the probability that the MS will leave the RA at theth
step. Then

(10)

Let be the probability that after an MS enters an RA, it
moves out of the RA at theth step. Probability is derived
as follows. It can be shown [12] that after entering the RA, the
MS is in a boundary cell with probability in proportion to the
number of boundary edges for that boundary cell. Under the
condition that an MS is moving into a boundary cell, the MS is
in a boundary cell of type with probability
and is in a boundary cell of type ( )
with probability , where
is the number of boundary edges in an-layer RA. In Fig. 4,

for a four-layer RA. In this example, there are three
boundary edges for each of the six cells, and the MS is in
a boundary cell of type with probability 18/42. Similarly,
there are two boundary edges for each of the six cells,
and the MS is in a boundary cell of type with probability
12/42. Based on the above discussion, we have

(11)

Suppose that an MS is in an arbitrary cell of an RA. Let
be the probability that after cell movements, the

MS crosses RA boundaries. Similarly, consider an MS that is
initially at a boundary cell of an RA. Let be the
probability that after cell movements, the MS crosses
RA boundaries. From (10) and (11), we have

for

for

for
for

(12)
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Fig. 5. Timing diagram for cell and RA crossings.

for

for

for
for .

(13)

Equations (12) and (13) can be effectively computed using dy-
namic programming technique [13]. Note that the above deriva-
tions are based on the uniform movement assumption. To ac-
commodate nonuniform random walk, we need to modify the
state diagram and the transition probability matrix. With (12)
and (13), we derive the number of cell/RA updates between
the end of a packet transmission and the beginning of the next
packet transmission as follows. Fig. 5 shows the timing diagram
of the activities for an MS. Suppose that the previous packet
transmission of the MS ends at timeand the next packet trans-
mission begins at time . Let , which has a general
distribution with density function , expected value ,
and Laplace Transform

For RC with a specific threshold , let be the number of lo-
cation updates (cell updates plus RA updates) during the period

. Based on the random walk model mentioned above, the dis-
tribution of can be derived as follows. Suppose that the cell
residence time at cell has an Erlang distribution with
mean , variance , and density func-
tion

for (14)

where We select Erlang distribution because
this distribution can be easily extended into hyper-Erlang dis-
tribution. Hyper-Erlang distribution has been proven as a good
approximation to many other distributions as well as measured
data [5], [9].

The probability mass function of the number of cell crossings
within is shown in (15), at the bottom of the next page.

Within the time interval , the MS performs cell updates for the
first cell crossings and then performs RA updates whenever

it crosses RA boundaries. From (12), (13), and (15), the proba-
bility mass function for is

for

for

(16)

Based on (15) and (16), we derive the expected total cost
for location update and paging during. Assume that the cost
for performing a location update is and the cost for paging
at one cell is . Let be the expected location update cost
during . From (16), we have

(17)

If the number of cell crossings , then no cell needs to
page the MS. Otherwise, all cells of the RA should page the MS.
Let be the expected terminal paging cost during. From
(15), we have

(18)

From (17) and (18), the expected total cost for location up-
date and terminal paging during is

(19)

We have developed a discrete simulation model to validate
against our analytic analysis. The simulation actually simulates
the movement of an MS on the hexagonal plane. The,

, , , and values produced by the
analytic and simulation models show that both models are
consistent. For example, Fig. 6 plots the curves for analytic
and simulation results based on the three-layer RA configura-
tion. The intervals are exponentially distributed, and the cell
residence times have Erlang distribution given in (14). Other
parameters such as and will be explained in Section III.
In this figure, the dashed curves represent the analytic model,
and the solid curves represent the simulation experiments. The
results indicate that the discrepancy between analytic analysis
and simulation is within 1% in most cases. The comparisons
for various input parameters and, distributions show
similar results (i.e., both models are consistent) and will not be
elaborated in this paper.
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Fig. 6. Comparison between the analytic and simulation results.

III. N UMERICAL RESULTS

This section investigates the performance of the GPRS
RC mechanism. Then, based on the simulation experiments,
we compare RC with RT and show that DRC can capture an
appropriate value that reduces the net signaling cost for RC.
In this study, we combine the ETSI packet data model [4] with
theON–OFFsource model (also known as a packet train model)
[7]. As shown in Fig. 7, we assume that the packet data traffic
consists of communication sessions, where the intersession
idle period has an exponential distribution with mean .
For general intersession idle periods, the variances of the idle
period distributions have similar effects as that of the variances
for cell residence times (to be elaborated later in Fig. 8), and the
details will not be presented in this paper. Within a communi-
cation session, packet traffic is modeled by theON–OFFsource
model. In anON-period, a burst of data packets are sent. In an
OFF-period, no packets are sent. Following the ETSI packet data

model, the number ofOFF-periods in a session has a geometric
distribution with mean , where . In other
words, anON-period is followed by anOFF-period (in the same
session) with probability and is followed by the intersession
idle period (for the next session) with probability . The
OFF-periods are drawn from a Pareto distribution [8] with
mean and infinite variance, which has been found to
match very well with the actual data traffic measurements [14].
A Pareto distribution has two parametersand , where
describes the “heaviness” of the tail of the distribution. The
probability density function is

and the expected value is

If is between one and two, the variance for the distribution
becomes infinity. The typical parameter values obtained in [14]
are s and for OFF-periods. Our study
follows the above and values. We also assume that the
cell residence time is Gamma distributed with mean and
variance . The Gamma distribution with shape parameter
and scale parameter (i.e., mean and variance

) has the following density function:

for

where is the Gamma function. It has
been shown that the distribution of any positive random variable
can be approximated by a mixture of Gamma distributions [9,

(15)
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Fig. 7. Packet data traffic.

Fig. 8. Effects ofV onC (solid:� = � ; dashed:� = (1=10)� ;
U=V = 4, � = 0:6).

Lemma 3.9]. The Gamma distribution was used to model MS
movement in many studies [3], [5], [6] and is used in this paper
to investigate the impact of variance for cell residence times.
(The impact of is shown in Fig. 8. In Figs. 9–12,

for cell residence times.) Note that the Erlang distribution
used in Fig. 6 is a special case of the Gamma distribution, where

. The impacts of several input parameters are
discussed as follows.

A. Effects of Ratio

Fig. 9 plots as functions of , where is the cost of
a cell/RA update, and is the cost for paging at a cell. The
figure indicates that for a large (e.g., ), the
cost for a small RA layout is higher than that for a large RA
layout. It is apparent that for the same number of cell crossings
within a period, small RA layout has more RA crossings. If
a location update operation is expensive (i.e., is large),
then a small RA layout will result in large . On the other
hand, the RA paging cost increases as the RA size increases.
Therefore, when is small (i.e., the paging cost dominates),

is an increasing function of the RA size. In the following

discussions, we assume that . Other ratios show
similar results and will not be presented in this paper.

B. Effects of RA Size

Fig. 10(a) shows that the five-layer RA layout has the lowest
for mobility rate (where ,

, and ). Both the two-layer and the three-layer
RA layouts have smaller when is less than .
Fig. 10(b) shows that the four-layer RA layout has the lowest

when (where ,
and ). Both the two-layer and the three-layer RA layouts
have lower when is larger than . Fig. 10(c)
and (d) shows that both the two-layer and the three-layer RA
layouts have smaller for various and values, where

and . For the packet traffic
and mobility patterns considered in Fig. 10, the three-layer RA
layout is likely to produce lower network operation cost (i.e.,

) in most cases. The above discussion shows that the
curves in Figs. 9 and 10 provide guidelines for mobile service
operators to deploy optimal cell layout. In the remainder of this
paper, we assume three-layer RA configuration.

C. Effects of

Fig. 11 shows how affects . As increases, the lo-
cation update cost increases while the paging cost decreases.
Therefore, paging and location update are two conflict factors
which result in concave curves, and optimal values exist.
This observation justifies the motivation to develop a mecha-
nism that dynamically selects appropriatevalues when the
traffic–mobility patterns change.

D. Effects of

As increases, more cell crossings are expected, and
increases (see theand the curves in Fig. 11). Note that when

is large and is small, increasing only has insignificant
effect on . This phenomenon is due to the fact that

for . When is small and is very large,
it is likely that , and increasing only insignificantly
increases the value.
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Fig. 9. Effects ofU=V onC (V = 1=� , � = 0:6).

E. Effects of

Fig. 11(a)–(c) plots the curves for ,
, and , respectively. The figures show

that increases as decreases. A small implies large
intersession idle periods, and more cell movements will occur
during this period. Thus, a large is expected. As in our pre-
vious discussion for the interaction betweenand , if is
sufficiently large, is not sensitive to the change of when

Fig. 10. Effects of RA size onC (U=V = 4, V = 1=� ).

is large (increasing has similar effect as decreasing ).

F. Effects of

Fig. 11 shows the effect of on (the solid curves are for
and the dashed curves are for ). A smaller

implies more intersession idle periods. Since intersession idle
periods are longer than theOFF-periods in the sessions, in-
creases as decreases. The figure also indicates thatis more
sensitive to the mobility rate for a small than a large .

G. Effects of Variance

Fig. 8 plots the curves where the cell residence times have
a Gamma distribution with mean and variance . The
figure shows that a large (e.g., ) results in a
small . This phenomenon is explained as follows. When
increases, more short and long cell residence times are observed.
Long cell residence times imply small number of cell crossings
in , which result in a small . On the other hand, short cell
residence times imply large values (more cell crossings),
which increases . However, when , the number of
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Fig. 11. Effects ofK, � , � , and� onC (solid:� = 0:6; dashed:� =

0:8; U=V = 4, V = 1=� ).

RA crossings among cell crossings does not increase
as fast as does. Therefore, the (negative) effect of short cell
residence times are not as significant as the (positive) effect of
long cell residence times, and the net effect is thatdecreases
as increases. Fig. 8 also indicates that is not affected by
the change of when .

H. Comparison of RC and RT

Both RC and RT have similar performance in examples
shown in Figs. 8, 10, and 11. However, when the MS mobility
rate changes from time to time, RC may significantly outper-
form RT. The reason is given below. The thresholdof RT
is a fixed time interval. When changes, cannot adapt to
the change. On the other hand, the thresholdof RC always
captures the th cell movement of an MS no matter how
changes. Consider the example in Fig. 12. In this experiment,
we mix two types of packet traffic and mobility patterns.

Type I pattern:MeanOFF-period time
s, mobility rate s and .

Type II pattern:MeanOFF-period time
s, mobility rate s and .

Fig. 12. Comparison between RC and RT (U=V = 4).

Consider 1 000 000OFF-periods. Type I pattern is exercised for
the first 500 000OFF-periods, and Type II pattern is exercised
for the remaining 500 000OFF-periods. Let be the expected
cost of anOFF-period for Type I pattern and be the expected
cost for Type II pattern. In RC, the lowest is expected when

and the lowest is expected when . Thus, by
choosing , good performance can be expected for both
Type I and II patterns. In RT, the best threshold value for
occurs when s. On the other hand, the best threshold
value for occurs when s. Fig. 12 plots the curve
against for RC and the curve against (measured by

) for RT. The figure indicates that selection of anyvalue
will not satisfy both Type I and II patterns, and the resulting
cost for RT is higher than that of RC.

I. Performance of DRC

The curves in Figs. 8, 11, and 12 are concave with respect
to , which indicate that optimal values exist to minimize

. However, the optimal values are not the same for dif-
ferent traffic–mobility patterns. Therefore, a mechanism that au-
tomatically selects the optimal values in real time is required.
The DRC algorithm proposed in Section I serves this purpose. In
Figs. 8, 11, and 12, the “” points represent the ( ) pairs
of DRC. These points indicate that DRC nicely captures the
traffic–mobility patterns and always adjusts the RC threshold
close to the optimal values.

IV. CONCLUSION

In GPRS, an MS is tracked at the cell level during packet
transmission and is tracked at the RA level when no packet is
delivered. An RT mechanism was proposed in 3GPP 23.060 [1]
to determine when to switch from cell tracking to RA tracking.
In this mechanism, a threshold intervalis defined. If no packet
is delivered within , the MS is tracked at the RA level. When a
packet arrives, the MS is tracked at the cell level again. However,
the RT mechanism has a major fallacy that the RTs in both the
MS and the SGSN may lose synchronization. This paper consid-
ered another mechanism called RC to resolve this problem. In
this approach, a threshold is used. Like the RT approach, the
MS is tracked at the cell level during packet transmission. If no
packets are delivered after the MS has madecell crossings,
the MS is tracked at the RA level. We also devised an adaptive
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algorithm called DRC. This algorithm dynamically adjusts the
value to reduce the location update and paging costs. We pro-

posed analytic and simulation models to investigate RC, RT, and
DRC. Our study indicates the following.

• If the location update cost dominates, then a large RA
layout should be chosen. On the other hand, if paging cost
dominates, a small RA layout is appropriate.

• We quantitatively showed how the network operation cost
( ) increases as intersession idle times and user mobility
increase.

• The variance of cell residence times affect the network
operation cost . As increases, decreases.

• RC and RT have similar performance when the mobility
rate is fixed. RC may significantly outperform RT
when changes from time to time.

• DRC nicely captures the traffic–mobility patterns and al-
ways adjusts the threshold close to the optimal values.
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