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A Neural Fuzzy Resource Manager for Hierarchical
Cellular Systems Supporting Multimedia Services

Kuen-Rong Lo, Chung-Ju Chan8enior Member, IEEEand C. Bernard Shung

Abstract—Using intelligent techniques to perform radio and overlaying macrocells for low-teletraffic region, has merits
resource management is an effective method. This paper pro- of enhancing system capacity and improving coverage [3]-[6].

poses neural fuzzy control for radio resource management in gych g wireless network must be adaptive and robust to support
hierarchical cellular systems supporting multimedia services. A
resource demands.

neural fuzzy resource managgNFRM) is designed, which mainly . . . .
contains a neural fuzzy channel allocation processoiNFCAP), Nowadays, the intelligent techniques have been widely

and NFCAP is in a two-layer architecture: a fuzzy cell selector applied to nonlinear, time-varying, and complicated problems
(FCS) in the first layer and a neural fuzzy call-admission and rate that were challenging using conventional algorithmic methods.
controller (NFCRC) in the second layer. The FCS chooses not only These techniques such as fuzzy logics, neural networks

the handoff failure probabilities and the resource availabilities d | f ¢ ks h b h ¢ toerf
in both microcell and macrocell but also the mobility of user as NG Néural uzzy networks have been shown 10 outperform

input linguistic variables. The NFCRC takes the handoff failure ~ algorithmic methods. The advantages of intelligent techniques
probability and the resource availability of the selected cell as are numerous, most notably learning from experience and the

input variables to perform call admission control and rate control  scalability, adaptability, and ability to extract rules without the
for the call. Simulation results show that NFRM can always | aad for detailed or precise mathematical modeling [7]—[16].

guarantee the quality of service (QoS) requirement of handoff In thi | f
failure probability for all traffic loads. Also, NFRM improves the “RM) for hierarchical cellular systems providing multimedic

system utilization by 31.1% while increasing the handoff rate (NFRM) for hierarchical cellular systems providing multimedia
by 2% over the overflow channel allocation (OCA) scheme [3]; services. The NFRM utilizes the learning capability of the
it SNhamt?ﬁS rtnhedsyf’fSteT gt”ilzjté%/n byd6é3g€; and 1.4%, ag‘i Sttw neural network to reduce the decision error of these conven-
reduces the handoff rate .9% and 6.8%, as compared to the ; ; ;
combined channel allocati)(;n (CCA) scheme [20], [21F]) and fuzzy tional ghanr\el assignment sthemeS re;u!tlng from mpdelmg,
channel allocation control (FCAC) scheme [9], respectively, under approximation, and unpredictable statistical fluctuations of
a predefined QoS constraint. the system. It also employs the control rule structure of fuzzy
logic, which absorbs benefits of those conventional channel
assignment schemes, to provide robust operation and to prevent
operating errors due to the learning of incorrect training
data. The NFRM contains aeural fuzzy channel allocation

. INTRODUCTION processor (NFCAP), a resource estimator, a performance

HE future mobile communication system will provide nogvaluator, and base—statipn interface modules.. NFCAP is a
T only voice and low-speed data services but also high_spé@@-layer neural fuzzy logic controller that consists diuazy
multimedia services [1], [2]. A way to provide a wide variety ofell selector(FCS) in the first layer and meural fuzzy call-ad-
services is to flexibly aggregate multiple channels (time-slot 8pission and rate controllefNFCRC) in the second layer. The
spreading code), without changing the spectrum division, mddCS considers the handoff failure probability, the resource
ulation, and burst structure. A mobile station (MS) specifies tf@v/ailability in both macrocell and microcell, and the mobility
required capacity and desired capacity in the setup requesPbtSers as input linguistic variables, and appliesrtteex-min
handoff request message. The required and desired capacifit&ference method to determine which cell, macrocell or
characterize the service requirements of an application, or fRéerocell, to serve the call request; FCS intends to enhance the
patience of a user. Based on the availability of resources in a ¢@Ignnel utilization by balancing utilization between macrocell
and the quality-of-service (QoS) requirement, the network givégd microcells. The NFCRC takes the handoff failure proba-
the MS a number of channels between the required capacity m&y and the resource availability of the selected cell as input
desired capacity. On the other hand, a hierarchical cellular striy@riables; NFCRC intends to guarantee the QoS and provides
ture, which contains overlaid microcells for high-teletraffic are@ appropriate rate for users. Simulation results show that

NFRM can guarantee the QoS requirement of handoff failure
probability for all traffic loads. NFRM improves the system
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Neural Fuzzy Resource Manager (NFRM)
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Fig. 1. The NFRM for hierarchical cellular systems.

The rest of this paper is organized as follows. Section A. Base-Station Interface Modules (BIM)
presents the functions of NFRM. Section Il gives the design of
NFCAP. Section IV shows simulation results and discussior}s

. ) : ) 0
Conclusions are given in Section V.

Assume that each BIM provides complete-partitioning buffers
r queueing new and handoff calls, which are originated in the
corresponding cell and temporarily have no free channel to use.
In the BIM for cell 0( BI M) are a new-call buffer with capacity

II. NEURAL FuzzY RESOURCEMANAGER (NFRM) N, for new calls originating in the macrocell-only region, a

Fig. 1 shows the functional block diagram of NFRM for hierhandoff-call buffer with capacityV,,, for handoff calls from
archical cellular systems supporting multimedia services, whetdiacent macrocells, an overflowed handoff- call buffer with
the hierarchical cellular system contains a large geographi€&Pacity N, for overflowed handoff calls from overlaid mi-
region tessellated by cells, referred to as macrocells, eachCHCcells, and an overflowed new-call buffer with capadity,
which overlays several microcells. The overlaying macrocell {8 Overflowed new calls from overlaid microcells. In the BIM

denoted by cell 0 and its overlaid microcells are denoted by cff el @ (BIM:), 1 < i < N, there are a new-call buffer

7, 1 < 4 < N. The NFRM contains functional blocks such a%’ithdc?fpaﬁilt%]\;?i fo_rtr?ew ca_ll origipationdc,, :Im unddrelrﬂ%w?rd
base-station interface modu(8IM), resource estimator, per- andofi-call buffer with capacit¥. for underflowed hando

. calls from the overlaying macrocell, and a handoff-call buffer
formance evaluatorand neural fuzzy channel allocation pro-

cesson(NFCAP). BIM is to interface with macrocell or micro-WIth capa_(:ltyN,”; for handoff calls _from adjacent m|croceII§.
. S . . No buffer is provided for the reversible handoff calls. Reneging
cell base stations. It is installed in the base-station controll

er . )
) o . of new calls and dropping of handoff calls are considered be-
(BSC) or mobile switching center (MSC). Note that for SIMEause of new calls’ impatience and handoff calls’ moving out the

plicity, NFRM is drawn to do the resource management for Ong/andoff area. The patience times are exponentially distributed.
one macrocell here.

it ) ) ] ) Whenever BIM receives a call requedt,< i < N, it sends
Cell 7 in the macrocell is equipped with a pool 6f inde- e necessary calling information to the resource estimator, the
pendent communication channelsg i < N. Assume all the performance evaluator, and the NFCAP. The calling information
channels are shared by new calls and handoff calls. The new ¢@lh gistinctly indicate from which cell and in what type the call
reguests generated in each MS is modeled as a Poisson Progesfiginated. The: type of call is defined ast = 1 denotes a
with mean rate)\, in which the arrival rate of the new VOiceneW call Originating in macroce”-or“y regioh;: 2 denotes a
calls isA,, = A and the arrival rate of the new data calls ifandoff call from adjacent macrocell to macrocell-only region;
Ana = (I =7)A, 0 < 4 < 1. The call durations for the two f;, = 3 denotes a handoff call from microcell to macrocell-only
streams are assumed to be exponentially distributed with avesgion;k = 4 denotes new call originating in microcell;= 5
ages equal to/lu,, and 1/ ;.4. We assume that all the data (voicefenotes handoff call from adjacent macrocell to an overlaid mi-
call requests have identical required capacity and desired ceacell;k = 6 denotes handoff call from microcell to microcell;
pacity, denoted by?,.; and R4y (R,, andRy,), respectively. andk = 7 denotes reversible handoff. Note that the macro-
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TABLE | I1l. DESIGN OFNFCAP

THE CALCULATION OF AVAILABLE RESOURCE . ) ) ]
NFCAP contains two functional blocks: FCS in the first layer

K (f °R i in Fi
T Co T Nua = rol) =ba®) < and NFCRC in the second layer, as shown in Fig. 2.
g go + ]A\Cha. - ro?) — bpa(t) 0

0 + Nno — ro(t) — bpo(t) 0
T ot N re =Bl O T N =5l A. Fuzzy Cell Selector (FCS)
5 1 Co+ Nia = 1o(t) = bha(t) | Ci + Nuui — rilt) = bpui(t) NFCAP chooses five input linguistic variables for FCS:
‘75 Cot N’go'_’"g(fg)‘ bholt) | Cit N"c';“_’;'fz)‘ bni(t) available resources in macrocell(Qq(¢)) and in microcelli

(Q:(t)), handoff failure probabilities in macrocell @Pg(t))
and in microcell (Pg;(t)), and mobile speefb), and has one

cell-only region is the area inside macrocell 0 but outside &HtPut linguistic variable for FCS: the selection of macrocell
microcells. The first three types of calls are to use channelsGhMicrocell(O1). The available resource of cells can indicate

macrocell, while other types of calls can use channels eitherflf rémaining capacity, the handoff failure probability can
macrocell or in microcell. show the QoS, and the mobile speed can implicate the handoff

rate. Term sets for botiQo(¢) and Q;(t) are T(Qo(t)) =
B. Resource Estimator T(Qi(t)) = T {More Enough, Slightly Enough, Not

. ) Enough}= T{ME, SE, NE}, term sets for bothPg(t)
The resource estimator calculates the available resourceg, iy Pi(t) are T(Po(t)) = T(Pgi(t)) = T {Low,

macrocell 0 and microcellwhen itreceives calling information \edjum, High} = T{L, M, H}, and the term set fov is

of type+; call from BIM; at time instant, which are denoted by 7)) = 7{Slow, Fas} - T{S, F}. A trapezoidal function
Qo(t) and Q;(t), respectively. The resource estimator KNOW§(z; ., 1, ag,a;) is chosen to implement the membership
system parameters (ﬂO: Nnar Nhar Nhoy Nnos andoia Nni, function, which is given by

Nhuiy, Npiy 1 < 4 < N, and it obtaingQo(¢) and Q;(t) by

formulas shown in Table I. =+ 1, forzg—ap <z <o
In Table I,7o(t)(r;(t)) is the number of occupied channelsin )1, ’ forzy < z < zq
Co(C;) at timet; bpq(t) (bra(t), bro(t), buo(t)) is the number 9(w; 2o, 21,00, 01) = n=r 4], fora <z <z +ag
of waiting calls in the new-call buffer (handoff-call buffer, 0, ' otherwise
overflowed handoff-call buffer, overflowed new-call buffer) of )

BIMy, at timet; andby;(t) (brui(t), bri(t)) is the number of Wher_exo(xl) in g(-)_ is the left (_right) e_dge of the trapezqidal
waiting calls in the new-call buffer (underflowed handoff-calfunction andao(a.) is the left (right) width of the trapezoidal

buffer, handoff-call buffer) of BIM at timet, 1 < i < N. function.

Denoteun e(Qolt)) (ume@ilt))), nse@olt))(use@:it))),
and uve(Qo(t)(nne(Q4(t))) as the membership functions
for ME, SE, and NE in T(Qo(¢))(T(Q:i(t))), respec-

The performance evaluator is to calculate the handoff failufgely, and define iy £(Qo(t)), 1se(Qo(t), une(Qo(t)),
probability for NFCAP. The handoff failure probability i”/LME(Qi(t)),/LSE(Qi(t)), anduygp(Qi(t)) as
macrocell (microcells) at time, denoted byPro(¢)(Pwi(t)),
is defined as

C. Performance Evaluator

e (Qo(t)) = g (Qo(t); Emo, Rino, Ewo, 0) 3)

Pro(t) = H By(t) + HRy(1) nse (Qo(t)) =g (Qo(t): So, So, Stwos Srwo) (4)

NHo(t) unE (Qo(t)) =g (Qo(t); 0, Rno, 0, N Eup) (5)

( Pty = 2B (t) + HR; (t)) 1) pnie (Qi(t) = g(Qi(t); Bmiy Rmi, Fui, 0) (6)

NH;(t) pse (Qi(t)) =g (Qi(t); Si, Si, Stwis Srwi) (7

whereH By(t)(H B;(t)) is the number of blocked handoff calls une (Qi(t)) =g (Qi(t); 0, Rni, 0, NEy) . 8

in macrocell 0 (microcelf) at timet; HRy(t)(HR;(t)) is the ) ) i )
number of dropped handoff calls in macrocell 0 (microggiit "€ maximum possibléMore Enough” value of available

time ¢; and N Ho(#)(N H;(t)) is the number of handoff calls in "€SOUIC€ Ko (i) would be the sum of buffer size and
macrocell O (microcelf) at timet. allocation channelsE,,o(E,,;) would be a safety margin of

available resource in macrocell (microcells) in QoS require-
ment and traffic fluctuationR,,0(R,;) would be set to be a
fraction of available resource in macrocell (microcells), =
NFCAP performs the channel allocation using neural fuzzy /2)(E, .o + Rn0)(S; = (1/2)(Epmi + Ryi)), andEyo =
logic control to attain QoS guaranteed, high channel utilizatioB,.,, = (E,.0 — So)(Euwi = Srwi = (Emi—Si)) andN E,,g =
and good user satisfaction. In the neural fuzzy logic control, g, = (So = Ro)(NE.wi = Siwi = (S; — R,,;)) are provided
reinforcement learning is designed to adjust the mean and tbeaolerate the change of traffic in macrocell (microcells).
variance of the membership functions to cope with the input Denote i, (Prot)), par(Prot)) and g (Prot))(ur Pait)),
traffic fluctuation. The detailed design of NFCAP is described,;(Pg;(t)), andu g (Pgi(t))) to be the membership functions
in the next section. for L, M, andH in T(Pro(t))(T(Pmi(t))), respectively, and

D. Neural Fuzzy Channel Allocation Processor (NFCAP)
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Fig. 2. The block diagram of NFCAP.
TABLE I
THE INFERENCERULES FOR THEOVERLAY REGION
IF THEN IF THEN
Qo) [ Qi(?) | Puo(t) | Pu:i(t) [ v O, Qo) 1 Qi(?) | Puo(t) | Prit) [ v 0,
ME SE - - - M, SE ME - - - M;
ME NE — — — M, NE ME — — — M;
SE NE - - - M, NE SE - - - M;
ME ME L M - M, ME ME M L - M;
ME ME L H - M, ME ME H L - M;
MFE ME M H - M, ME ME H M — M;
SE SE L M - M, SE SE M L - M;
SE SE L H — M, SE SE H L - M;
SE SE M H — M, SE SE H M | - M;
NE NE L M — M, NE NE M L — M;
NE NE L H — Mg NE NE H L - M;
NE NE M H - Mg NE NE H M - M;
ME ME L L F Mg ME ME L L S M;
ME ME M M F M, ME ME M M S M;
ME ME H H F Mg ME ME H H S M;

define ur(Pro(t)), par(Pro(t)), pe(Pro(t)), pr(Pmi(t)), whereS.(F.)would be a fraction of slow (fast) speed of mobile
par (Pri(t)), andpg (Pri(t)) as user,S,,(F,,) is provided to tolerate the change of slow (fast)
speed, and’}, would be the fastest speed.

ne (Pro(t) =9 (Pro(t); 0, Leo, 0, Luo) ©) " there are different call types in hierarchical cellular sys-

par (Pro(t)) =g (Pro(t); Meo, Meo, Miwo, Mrwo) (10)  tems. For calls that can use only macrocell channels, FCS

wrr (Pro(t)) =g (Pro(t); Heo, 1, Hywo, 0) (11) has to choose the macrocell, and sdPgh(¢t) and Qo (t) to

b F0) =0 101050 1)(2) NFORC.Forcal it cod o chnnds fver 1 e

e (Przi()) = g (Prri(); Mes, Meis Muwi, Myws) - (13) input linguistic variables ofQo(t), Q;(t), Pro(t), Pui(t),

pr (Pi(t)) =g (Pri(t); Hei, 1, Hwi, 0) . (14)  andwv. The output linguistic variabl€); = M, if the macro-
H.o(H.;) would be set to b}, provided to guarantee the Qoscell is assigned and); = M; if the microcell is al!ocategl.
requirement in macrocell (microcellsh.o(L.;) would be set 1(O1) = {M,, M;}. The fuzzy rule base with dimension

to be a safety margin of the handoff failure probability in Qo$! (Qo(1))| X IT(Qi(#))| X [T (Pro(t))| x |T (P (t))| x [T (v)]|
requirement in macrocell (microcells)f.o = (1/2)(H.o + IS shown in Table II, wheréT'(-)| denotes the number of terms
Leo)(Mei = (1/2)(Hei + Les)), @andLyo = Mio = Moy — N TC)-

Leo(Lui = Myy; = Me; — Lei) and Hyo = Moo = Heo — The design idea of the fuzzy rule structure listed in Table I
M.o(H,; = M,,; = H.; — M,;) are provided to tolerate the S described as follows. If the available resource in macrocell
dynamic behavior of the handoff failure probability in macrocef(@o(?)) is larger than that in microce{t);(t)), the call would
(microcells). be directed toward the macrocélD; = M, ), and vice versa
The membership functions for ternssand F' in v, denoted (01 = M,). If the available resources in both macrocell and
by s (v) andr(v), are given by microcell have the same fuzzy terms in the premises of the
fuzzy rule, the call will be directed to a cell witbow handoff
ps(v) = g(v;0, S, 0,5,,) (15)  failure probability Py (t) or Py;(t)), instead of the one with

pr(v) = g(v; Fe, Fy, Fyy, 0) (16) high handoff failure probability. If the available resource and
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TABLE Il

handoff failure probability in both macrocell and microcell have
THE INFERENCERULES FORNFCRC

the same fuzzy terms in the premises of the fuzzy rule, then the

call is to be biased toward macrocell if the spéeglis fast,for TF THEN
lessening frequent handoff, and vice versa. Note that the symbol RUE T o) | @ | 05 | 04
“-"in the table represents no impact on the output of the fuzzy 1 H | ME | WA | BR
2 H SE [ WR [ BR
cell selector._ _ _ _ 3 - e it
Membership functions foM, andM; in T'(O,) are defined T M T MET A THM
as 3 M | 3E | A4 | IM
5 M | NE | WR | BR
7 I | ME| A [ HR
tna =9(01;0,0,0,0) 17) [ L SE | A | HM
9 L | NE |WR] BR
pari =9(01;1,1,0,0). (18)

We adopt thanax-mininference method and apply tkenter-
of-area defuzzification method for output variabl®; [9], Enough (ME)the call would baNeakly Accepted (WA)r in-
which are not further described here. ThereBggt) andQ(t) creasing channel utilization. If the handoff failure probability
output to NFCRC determined I8y, : if the call is with channels is High (H) or available resource ot Enough (NE)the call

in the macrocelD; = 0, Py(t) = Puo(t) andQ(t) = Qo(t); would be allocate®asic Rate (BR)if the handoff failure prob-
otherwise, the call is with channels in the microd@ll = 1, ability is Medium (M)and the available resource Bightly
and Py (t) = Pui(t), Q(t) = Qi(t). Enough (SE)the call would be allocatetiow Medium Rate
(LM); if the handoff failure probability isfMedium (M) (Low
(L)) and the available resourceNdore Enough (ME) (Slightly
Enough (SE))the call would be allocateHligh Medium Rate
(HM); if the handoff failure probability it ow (L) and the avail-
able resource islore Enough (ME)the call would be allocated
|—|eigh Rate (HR)

failure probability isHigh (H) and the available resource\tore

B. Neural Fuzzy Call-Admission and Rate Controller
(NFCRC)

The NFCRC takes the handoff failure probabilify ()
and available resouro@(t) as input linguistic variables. The

handoff failure probability shows the QoS, and the availab The connectionist structure of the NFCRC is constructed in

resource implicates the traffic load intensity. This is a feedbagl(g_ 3. The NFCRC has the nodes in layer one as input linguistic

control system that the handoff failure probability acts as g ) . ! .
. - . nodes. It has two pairs of nodes in layer five, where each pair
QoS index feedback to indicate how effectively the NFCRC | . A .
. . Of output nodes has two kinds of linguistic nodes. One is for
managing the radio resource.

We adopt a five-layer neural fuzzy controller to desig&eemng training data (desired output) into the net and the other
the NECRC. The best structure of NFCRC can be obtainl for pumping decision signals (actual output) out of the net.

o structure learnin hich measures the dearee of f e nodes in layer two and layer four are term nodes, which act
vVia structu 1ing, whict u gre uzzd membership functions of the respective linguistic variables.
similarity and decides the size of the fuzzy partition of th

o . ’ . "The nodesin layer three are rule nodes; each node represents one
“ngllj.'sctj'(; [17] E18]:[ tl;suﬁ:_%sch{/rt;:'d IlearTr:\g .alg%r'thmr:sfuzzy rule and all nodes form afuzzy rule base. The links in layer
lapp ied to cr:)ns rucI: ﬁ | ) i € algori dml IS a two-p haﬁ%ee and layer four function as an inference engine; layer-three
earning scheme. In phase 1, a se-organized iearning SCheffig yefine preconditions of the rule nodes and layer-four links

is used to construct the presence of rules and to locate the iniH:él ine consequences of the rule nodes. The links in layer two

member§h|p funct|ons;- n phasg Il, a remforceme_nt Ieam'%d layer five are fully connected between the linguistic nodes
scheme is used to optimally adjust the membership functlogad their corresponding term nodes

for desired outputs. To initiate the learning process, the size 0 NFCRC has a net input functiquk)(ugl?)

the term set for each input/output linguistic variable, the fuzzy k), e vy )and an aC(t]l\)/atIOﬂ
control rules, and training data must be provided. In the sefutput functions;™”(f;™) for nodei in layerk, whereu;;" de-

organized training phase, the initial structure of the controll@0tes the input to nodein layerk from node; in layer (:—1).
could be constructed via Kohonen’s feature-maps algorithhii€ layers are described in the following.

and theN nearest neighborscheme [19] to provide a rough ~ Layer 1:In this layer, there are two input nodes with the
estimate of the structure, if the controller is not provided with ~ respective input linguistic variable3; (t) andQ(t).
an initial knowledge base. However, in this paper, we construct Define

an initial form of the controller based on the domain knowledge W [ ) ) 0 .
obtained from the fuzzy channel allocation control scheme fi (“i ) =u; anda; " = f;i7, 1<i<2
proposed in [9]. Only a slight modification for the structure is
needed in the self-organized training phase.

(19)

whereu(!) = Py (t) andul) = Q(¢).

The rule structure for NFCRC is shown in Table Ill. The de-
sign strategy in Table Il is that if the handoff failure proba-
bility is Low (L) or Medium (M)and the available resource is
notNot Enough (NE)the call would have a chance to enter the
system; if the available resourceNot Enough (NE)the call
would beRejected (Rbr Weakly Rejected (WRif;the handoff

Layer 2: The nodes in this layer are used as the fuzzifier.
The term set used to describe the handoff failure proba-
bility is defined asT'(Pg(t)) = {Low (L), Medium (M),
High (H)}. And the term set for the available resource is de-
fined asT’(Q(t)) = {More Enough (ME), Slightly Enough
(SE), Not Enough (NE)}. Thus we have six nodes in this
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Oarchical Cellular System
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Fig. 3. The structure of the NFCRC controller.

layer. Each node performs a bell-shaped function defined
as

7@ (u@)) _ (ug)—mﬁ)
i ij

)2
(12 andagz) = efimy 1<i<6
T

(20)

whereu? = o'V, j = |(i +2)/3], andm!]) ando!)
are the mean and the standard deviation ofitieterm of
the input linguistic variable from nodgin the input layer,
respectivelyn = i if ¢ <3andn =7 —3if ¢ > 3.

Layer 3: The links perform precondition matching of
fuzzy control rules. According to fuzzy set theory, the
fuzzy rule base forms a fuzzy set with dimensions
|T(Pg(t))| x |T(Q(t))|. Thus, there are nine rule nodes
in this layer. And each rule node performs the fuazp
operation defined as

fl-(?’) (ug’)) =min (ul(-?);Vj € Pi) anda§3) :fg(3)>

1<i<9 (21)

WhereuS‘) = a]@) andP; = {j| all j that are precondition
nodes of theth rule.

Layer 4: There are two groups of output in this layer: one
group for the output of admission conti@} and the other
group for the output rate contr@s. Nodes in this layer
have two operating modedown-upandup-down In the
down-up operating mode, the links perform consequence
matching of fuzzy control rules. In order to provide a soft
admission decision, the term set of the output linguistic

variableO, is defined asT’'(O») = {Reject (R), Weakly

Reject (WR), Weakly Accept (WA), Accept (A)}. Simi-
larly, the term set of the output linguistic variaklg; is
defined asI'(O3) = Basic Rate (BR), Low Medium Rate
(LM), High Medium Rate (HM), High Rate (HR)}. Thus,
there are eight nodes in this layer. And each node performs
a fuzzyor operation, which integrates the fired strength of
rules that have the same consequence and is defined as

fi(4) (ufj)) =max (u(4)Vj € Ci) anda§4) = fi(4)

ij

1<i<8 (22)

whereug) = a§~3) andC; = {jlall j that have the same
consequence of thgh term in the term set a, andD;}.

The up-down operating mode is used during learning pe-
riods, which will be described later.

Layer 5: There are two pairs of nodes in this layer. One
node in each pair performs the down-up operation for the
decision signalg), and O3. The node and its links act
as the defuzzifier. The function used to simulate a center-
of-area defuzzification method fap, signal is approxi-
mated by

4
19 (1) = 3 @0 anda?
i=1

£
Ul o
Zj=1‘7j Uz

whereu(?) = !, 6 is the decision threshold, and

0)@:1 (23)

L,
0,

if x>0

otherwise. (24)

U(z) = {
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Clearly,Os = a§5), and a new connection will be acceptedvhere

only if O, = 1. Similarly, theO3 signal is also to simulate

a center-of-area defuzzification method approximated by m = { mi_1, for|m; —m;_1| <|m; —mig1| 27)
mi+1, Otherwise

! and~ is called an overlap parameter used to describe the degree

of overlapping with two membership functions.

f.(s) (ug)) = : mgo)g;o)ug?) andaz@
J=5
)‘7(5)
Zm X Riz, 1 =2 (25) . . .
Zj:5 o U C. Reinforcement Learning Algorithm
Since there are no measurable output values fed back to in-
Struct the NFCRC to learn, a reinforcement learning algorithm
5 ~~ is adopted and an evaluative handoff failure probability is used
_the da_ta call. Clearh(); = [ag )1 and a new connection as a reinforcement signal. Fig. 3 also shows the diagram of the
is assigned to use a number Of c_hannel_s. The other_ reinforcement learning for NFCRC, where the hierarchical cel-
noo!e performs the up-down operation during the learmning, system provides the reinforcement sigr@) as a desired
period. output to NFCRC and receives the call admission control value

b Th:. p;oce?urefto llpcatg tt'he m.eﬂb? oflth<e ifh<m?\?' O, and rate control valu®; from NFCRC. The reinforcement
ership function for linguistic variable, 1 < i < M, signal is here defined as

is described below, given a set of training datafor =,
1 < 5 < N. It employs the statistical clustering technique

whereugé) = a](-4); R, is the number of desired channel

for a call;z = v denotes the voice call; and= d denotes

of Kohonen'’s feature-maps algorithm [19]. This is the ini- r(t) = Py — Pu(t) (28)
tial definitions of membership functions required to drive
the reinforcement learning algorithm. whereP}; denotes the QoS requirement of the desired handoff
failure probability andPy (¢) is the actually measured handoff
Obtain m; by using Kohonen’s feature-maps failure probability at timef. _ _
algorithm The reinforcement learning is applied to adjust parameters of
Step 1: Set initial values of m; for all input and output membership functions optimally, according to
membership functions, 1 < i < M, such the input training data, the reinforcement signal, and the fuzzy
that - - logic rules. It derives updating rules for the mean and the stan-
dard deviation of the bell-shaped membership functions so as to
min z; <m; < max z;. minimize the error function, defined as
1<i<N 1<i<N
Set an initial learning rate a (0<a<l). :l 2 :l * 2
Stap o oy o ( ) B(t) = 5r*(t) = 5 (Pi = Pu(1))”. (29)
Step 3. Present training data z; and com- o ) )
pute the distance di = |z; —mi|, 1<i< M. For each training data set, starting at the input nodes, the

Step 4 Determine the kth membership func- down-uppp_eration can compute to obtain the actual outputs of
tion that has the minimum distance dy calladm|SS|on contraD, and rate contraD3, and consequently
(dy = mini<;<yr d;). Update my by Py (t) is measured. On the other hand, from the output node,

- the up-down operation is used to comput®E(t)/dw(t))
my = mg + a(z; — mg). for all hidden nodes, where(t) is the adjustable parameters
such as the mean and the standard deviation for the input

Step 51 If j<N, j=j+1, Goto Step 3 and output bell-shaped membership functions. We adopt the

ELSE general learning rule
Decrease « and Goto Step 2.
EndIf
_ OE(t)
wer)=uw@+n (<God) @)

The above procedure will stop uniil< 0. The determination
of which d; is minimum at Step 4 can be quickly accomplishegherey, is the learning rate. In the following, we show the com-
in cor_lstant time viaa winner-take-all circuit [19]. The adap“VEutations of OE(t)/0w(t)) layer by layer, starting at the output
algorithm can be independently performed to obtairfor each nodes, and use the bell-shaped membership functions with cen-

input and output linguistic variable. o tersm; and the widthy; as the adjustable parameters for these
As for the corresponding standard deviatiensof the ith  computations.

membership function of, sincem; ando; will be finely tuned
in the reinforcement learning phase, we just use a first nearest
neighbor heuristic to estimatg, which is given by

Layer 5:The updating rule fomgo) can be obtained by

(0), (5)

¥ (0) (o) . 9
o; = M (26) mj (t + 1) - mj (t) +n ’I”(t) Z U(O)u(5) (31)
v i% i
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the updating rule for-,r;o) by

d Ot +1) = 0(-0)( )+n~r(t)

m@u (Z uf )_( 95O

D) o

)

IV. SIMULATION RESULTS AND DISCUSSIONS

In the simulations, a hierarchical cellular system with= 9
microcells constructed along the Manhattan streets is assumed,
and the handoff behavior of users is characterized by a teletraffic
flow matrix [3], defined as shown in the equation at the bottom
of the page, where;;, i # j, represents the probability of a
handoff call originated in cell and directed to celj, 1 < j <

An error signal in this laye#(®), propagated to the proceedingVN, anda;, denotes the probability of this handoff call directed

layer, is given by

(33)

Layer 4: In this layer, only the error signéf‘” needs to be

computeds™® is derived as

5P = r(t)

w0 (50 u?) - (5 m(O)U"(O)UES)) ) . (34)

(E:olul?)

Layer 3: As in layer 4, only the error signéf?’) needs to be

computed as

3) _ Z 50,

Layer 2: The adaptive rule ofn; is derived as

and the adaptive rule ef;; becomes

(1)(f_|_ 1) = G(I)( t)+ 5(2) efi.

2 (u52)

a -

o2
Tij

(D)3

ij

(I
—my;

(35)

(u@) <I>)
m{(t+1) =m{D () +n-82 - ef . 2L (36)

) 2
) (37)

wheresP2 — (OE(1)/0a?) = =, qe- qx = —6 if
a,ﬁz) is minimum in thekth rule node’s inputsy, = 0, other-

wise.

to the adjacent macrocel), < 7 < N. ijo a;; = 1 anday;
would be zero.

The number of mobile stations in each cell is assumed to
be 550, and\,,, = 0.8\, A,q = 0.2\. SupposeR,., = 1
and R4, = 1 for voice calls andR,.;, = 1 andRyy = 4
for data calls. Low- and high-mobility users are generated
in a ratio of 7:3, and the cell dwell time is exponentially
distributed with mean 180 s (18 s) and 1440 s (144 s) for
high- and low-mobility users in macrocell (microcells),
respectively. The speed of mobile users is assumed to be
uniformly distributed in the range of 0—40 km (40-80 km) for
low- (high-) mobility users. We also assume that the mean
unencumbered session durationlig:, = 100s for voice
call and1/us = 60s for data call, and the patience time for
queued voice (data) calls is in the range of 5-20 s. One hundred
fifty channels are fixedly allocated to macrocell and micro-
cells with a pattern ofCo, Cy,...,Cn) = (42,12,...,12).
If the OCA and CCA schemes are applied, the system re-
serves a number of channels,.; as guard channels for
handoff calls in celli, 0 < 7 < N, which are denoted by
(Cro,Cr1,--+,Crn). We do some simulations and obtain the
appropriate(Cro,Cr1,--+,Crn) = (8,4,---,4) for OCA
scheme andC,., C’rl ..... ,Crn) = (3,2,...,2) for CCA
schemes af = 5 x 10~%. Since the reneglng (dropping)
process is considered, it is not necessary to provide a large
buffer size for new and handoff calls [9], [20], [21]; all buffer
sizes in macrocell and microcells are assumed to be three.
Note that in the following performance comparison, the OCA
scheme provides no buffer and the CCA and FCAC schemes
support the same buffering scheme and capacity as NFRM
does.

a0
aio
A= | agy

LanNQ
r0.0
0.1
0.1
0.1
0.1
0.0
0.1
0.1
0.1
L0.1

ap1
ai1
a21

aN1
0.1
0.0
0.2
0.0
0.2
0.0
0.0
0.0
0.0
0.0

a2
a12
@22

an2
0.1
0.3
0.0
0.3
0.0
0.25
0.0
0.0
0.0
0.0

0.1
0.0
0.2
0.0
0.0
0.0
0.2
0.0
0.0
0.0

aonN
ai1N
a2N

aNN
0.1
0.3
0.0
0.0
0.0
0.25
0.0
0.3
0.0
0.0

aod
a1d
a2d

aNd
01 0.1 01 0.1 0.1 0.17
0.0 00 00 00 00 03
02 00 00 00 00 03
00 03 00 00 00 03
02 00 02 00 00 03
0.0 0.25 00 025 0.0 0.0
02 00 00 00 02 03
00 00 00 03 00 03
02 00 02 00 02 03
00 03 00 03 00 034
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Based upon the QoS requirement and knowledge of 0% ' ' ' '
CCA [20], [21] and FCAC [9] mechanisms, parameters
of membership functions for input linguistic variables
in the FCS are selected as follow&,, = L., = 0, 0.85
Ly = Lyi = 0 = Mei = Mpwo = My = 0.01,
H.o = H.; = 0.02, anerwO = M, = Hyo = Hyi = 0.01 . 08F
for pur(Pro(t)), pa(Pro(t)), wm(Pro(t)), wnr(Pmi(t)), =1 /,/" FCAC: — —
i (Pea(t)), and g (Pei(t) in (9-(14): Boo = 12, 075k~ CCAWih(n,Cr, ..C0G.2.20 — - =
Royo = 45 Ewo = So = Siwo = Sowo = NEwo = 6, g OCA with (C10, Cr1, ....CrsY=(8,4,...,4): +-++=+-
and R0 = 0, for /'I’ME(QO(t))v ILSE(QO(t))y and OTF e N
pne(Qo(t)) in (3)-(5); Eni = 10, R,; = 15, JRE S
Eyui = So = Siwi = Srwi = NEy; = 5, andR,,; = 0, for ] e
ume(Qi(t)), nse(Qi(t)), andunp(Qi(t)) in (6)—(8). osl . ‘ , ,

In NFCAP, the initial values of membership functions of term 25 3 35 4 45 5
sets for Py (t) are chosen according to QoS requirement and  Calling rate per user, A x10™

then properly adjusted via the learning algorithm. Thus, the

mean valuen} (m{Y), m{Y) in the membership function of Fi9-4. U(#) for NFRM, FCAC, OCA, and CCA schemes.
H(M, L) of Pg(t) is set to be 0.05 (0.02, 0), and l@ﬁ) = o ) N )
(1/2)- (mgfl) _ mg))(ag) _ Ug) —(1/2)- (mg) _m%))). In t.Similarly, the handoff failure probability at time denoted by
order to utilize the resource as much as possible and to gugfi(t)' is given by
antee the QoS requirement, the initial values of membership N
functions of M E, SE, andN E for Q(t) are set to bm(%) =9, Py (t) = 2izo (HBit) + HRi(t)).

I

N
2 i—o NHi(t)
R call will be forced termination if it is corrupted due to a

handoff failure during its conversation time. The forced termi-
nation probability at time, denoted byPr(t), is defined as

(40)
if the call is assigned to use the channels in macrocell (mic
cell), and letr§;) = (1/2) - (mf; — miy)) andoty) = o) =
I I
(1/2) - (m3y) = mig).
The initial membership functions of the memﬁo) of the

term setO,(0O3) are set to be equally spaced in the range of N (HB,(t) + HR:(t
[0,1], and leto”) = 0.01. The decision thresholdlin (23) is Pr(t) = 2izo NL<A>, o i(t) (41)
setto bed = 0 for handoff call and) = 0.5 for new call because 2izo i(t)

handoffs are giver_l higherprioritythan_n_ewc_alls.The_use_ofd'g\;hereHBi(t)(HRi(t)) is the number of blocked (dropped)
ferent may drastically reduce the training time required inthg, |+« 11<"in celli and NS;(t) is the number of admitted

learning phase. As fafy; (1) and()(1), their initial membership new calls originated in cell, at timet. The handoff rate at time
functions were heuristically set and required further optimiz%- denoted byRy (1), is defined as

tion in the learning phase. Thug= 0.01 was used.

Five performance measures such as the system utilization, the ZA; NH;(t)
new-call blocking probability, the handoff failure probability, Ry(t) = Zﬁoi
the forced termination probability, and the handoff rate are ob- 2o NSi(t)

served. The system utilization at timedenoted by/(t), is de- Fig. 4 shows the system utilizatidii(¢) versus the calling

fined as rate per user\ for schemes of NFRM, FCAC, OCA, and

N CCA at timet = 108. It reveals that the system utilization of
= Ko(t) + 2 i Kilt) (38) NFRM gains 31.1%, 6.3%, and 1.4% improvement over the

Co+ YN, C OCA, CCA, and FCAC methods, respectively. The superior
performance of NFRM is because FCS in NFRM refers much

whereK(t)(K;(t)) is the average number of busy channels ihore effective information than other conventional controllers,
macrocell 0 (microcelf) at timet and Co(C;) is the channel and it adopts fuzzy logic theory to balance traffic load between
capacity for macrocell O (microcel). The new-call blocking macrocell and microcells and provide a soft and accurate con-

(42)

U(t)

probability at timet, denoted byPy (t), is defined as trol during traffic fluctuation. In addition, NFCRC in NFRM
possesses the learning capability of neural networks to reduce
va_o (NB;(t) + NR;(t)) the decision error and the fuzzy quic theory to qualitatively
Pn(t) = ~ (39) represent control rules naturally in the neural network to
2imo NNi(t) overcome some uncertainty and imprecision, and NFCRC

contains the rate control function, which has the flexibility of
where NB;(t)(N R;(t)) is the number of blocked (reneging)rate assignment.
new calls in celli and N N;(t)(N Ny(t)) is the number of new  Fig. 5 shows the new-call blocking probabilifyy () and
calls originating in microcell (macrocell-only region), at time the handoff failure probabilityPy (¢) for schemes of NFRM,
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1.1

P, (t) and P,(t)

Pl FCAC: — — 0.95
CCA with (C, Cri, ....C19)=(3,2,...,2); — - —
OCA with (Cry, Cry, ...,Cr9)=(8,4,...,4); ===+~

10‘3 1 L il 1 09 L 1
25 3 35 4 45 5 25 3 35 4 45 5

Calling rate per user, A x10*

Calling rate per user, A x10

Fig. 5. Py (t) andPy(t) for NFRM, FCAC, OCA, and CCA schemes. Fig. 7. Ry(t) for NFRM, FCAC, OCA, and CCA schemes.

10" ' . . . and CCA at timet = 10%. It is found thatPr(¢) of NFRM
' has a flat curve under 2%. The reason is that NFRM obtains the
unchangedy (t), shown in Fig. 5.

Fig. 7 shows the handoff rafey (¢) versus the calling rate per
______________________________ user\ for schemes of NFRM, FCAC, OCA, and CCA at time
eI t = 108. It reveals that NFRM has more handoff rate than OCA
by an amount of 2%. The reason is that the design of NFRM is

et -

Soggrl e e |
= "':_,-"" based on the knowledge of FCAC and CCA, which combines
T NFRM: —— overflow, reversible, and underflow. Fortunately, the signaling
L CCA it (G On “.’CEH&}Z’?’\;? - overheads for these handoffs might not cost so much as those for
OCA with (Cro, Cr, .. CI5)=(8,4r 4): «eneee conventional handoffs between macrocells since most of these
handoffs occur in the same macrocell. It also reveals that NFRM
achieves less handoff rate than CCA and FCAC by an amount
100 3 35 4 25 5 of 14.9% and 6.8%, respectively. It is not only because of more

Calling rate per user, A x 10" information, such as the speed of mobile station considered in
NFRM, but also because of the neural fuzzy logic control that
can provide decision support and expert system with powerful
reasoning and learning capabilities.

Fig. 6. Pp(t) for NFRM, FCAC, OCA, and CCA schemes.

FCAC, OCA, and CCA versus the calling rate per usat time
t = 108. It can be seen that, asvaries, Py (t) of NFRM and V. CONCLUDING REMARKS

FCAC remains constant at arouftf = 2%, denoting that the .
. . ’ . In this paper, we propose a neural fuzzy resource manager
system QoS requirement is guaranteed; Brdt) of NFRM is . . - . : )
for hierarchical cellular systems providing multimedia services.

minimal, denoting that the system utilization is maximum, co . : :
pared to FCAC, OCA and CCA. This is because NFRM ugégme NFRM mainly contains a neural fuzzy channel allocation

neural fuzzy control to the allocation of channels. Neural ne?_rocessor, whichis de3|gned to ‘?e a two-layer controller. There
works have merits of ability to learn from examples and to cope @ fuzzy cell selector in the first layer and a neural fuzzy
with incomplete input data. Fuzzy logic is a soft logic that igall-admlssmn and rate cqntroller in the second layer. Thg FCS
appropriate to represent in determining if a given requireme€s Soft logic to determine which cell, macrocell or micro-
constraint is complied or violated. This in effect removes tHe€ll: to serve a call with channels. Then the NFCRC adopts
imposition of worse case assumption from the decision-makifgfive-layer neural network with fuzzy logic control to deter-
of channel selection. The neural networks used in fuzzy call d#ine whether the call is accepted or not and how many channels
mission control and rate manager can effectively estimate th& allocated. Simulation results show that the proposed NFRM
optimal call admission and appropriately allocate a number igiproves the overall channel utilization by an amount 31.1%
channels for each call. The other schemes are inadaptive to kigher than the OCA scheme, 6.3% better than the CCA scheme,
termine the number of guard channels to maintain, but notand 1.4% larger than the FCAC scheme, while maintaining the
overprotect, the QoS requirement as the traffic load is fluct@®oS requirement. It still reduces the handoff rate by an amount
ating and the changing is unpredictable. of 14.9% under the CCA mechanism and 6.8% below the FCAC

Fig. 6 shows the forced termination probabilfy:(¢) versus scheme, but increases the handoff rate by an amount of 2% over
the calling rate per usexfor schemes of NFRM, FCAC, OCA, the OCA mechanism.
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