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An Efficient VLSI Implementation of the Discrete Wavelet Transform Using
Embedded Instruction Codes for Symmetric Filters

Bing-Fei Wu and Yi-Qiang Hu

Abstract—This work presents a VLSI design rule, namely, To achieve better computation efficiency, Shurgtial.[10] and
an embedded instruction code (EIC), for the discrete wavelet Marinoet al.[12] used the parallel and pipeline techniques, re-
transform (DWT). Our approach derives from the essential ghactively. Moreover, the border problem [3] should be careful

computations of DWT, and we establish a set of multiplication . . . .
instructions, MuL, and the addition instruction, ADD. In addition, since the perfect reconstruction (PR) [1], [6], [19] is very crit-

we propose a parallel arithmetic logic unit (PALU) with two multi-  ical in DWT. Ferrettiet al. [3] proposed the modified RPA to
pliers and four adders, called 2M4A. With these requirements, the solve this problem.

DWT computation paths can be calculated more efficiently with The realizations of 2-D DWT have two difference ap-

limited PALUs. Furthermore, since the EIC is operated under

the PALU, the number of neéded inner registers rc)zlepends on the proa_ches: separable _and nonseparable. In [20}-[22], the
wavelet filters' length. Besides, the boundary problem of DWT architectures were built based on the RPA and separable
has also been resolved by the symmetric extension. Moreover,approach. To reduce the usage of multipliers and storages,
the two-dimensional inverse DWT (2-D IDWT) can be completed |ee et al. [21] proposed a revised RPA, called, circular par-
:Jnsa'lr(‘j%t{:‘;?ﬁgﬁ;ﬁﬁgﬁrc%‘?e?mz tcr(‘)‘zf?‘ir(‘:'é ﬁ?sargffc?]?:gﬁgggr?se allel architecture. According to experimental results, it had
up to six levels of decomposition and versatile image speciﬁcations,p_erformed well in various wavelet fllte'rs". Iepgth and Image
e.g., VGA, MPEG-1, MPEG-2 and 1024x 1024 image sizes. sizes. On the other hand, to ensure flexibility in the selection of
the wavelet filters’ length and the decomposition level, Chen
et al. [22] built 256 process elements to achieve the work. In
addition, Ferrettiet al. [23] analyzed the data dependencies
and designed an architecture with the computer cells to achieve

I. INTRODUCTION the integer lifting DWT. Hence, their work can reduce the

ATELY, the hardware development of discrete waveldECOUrse less than the needed of RPA. Besides, Lagtual.
transform (DWT) has made rapid advance [1]-[4]. 1tE24] reorganized the arithmetic data; thus, they can minimize
main applications include signal, image and video processiri€ Sizé and accesses of memory. o
and it specifically puts highlights on data compression. Re-In the RPA, the number of process element contained in sys-
cently, the standard protocol of still images, JPEG 2000 [3PI|C array depends on the chosen wavelet filers. That is, if the
has employed the DWT for transform coding. In this papef,ijters’ length increases, the number rises, as well. Therefore,
we design the integrated hardware containing the functionstgfrestrict number of process element, we present a plastic de-
an one-dimensional DWT (1-D DWT) and inverse DWT (1-[3ign rule, named, embedded instruction code (EIC) and propose
IDWT) [6]. Thus, we ultimately synthesize the architectur@ VLSI architecture that is organized with a parallel arithmetic
with the functions of a two-dimensional DWT (2-D DWT) andogic unit (PALU). In addition, the number of multipliers and
IDWT (2-D IDWT). adders in PALU remains the same regardless of wavelet filters’
Knowles’s DWT [7] adopted a number of multiplexers, whictength.
is not suitable for hardware implementation. Hence, VishwanathThe primary concept of EIC employs the simply built-in
et al. proposed an innovative design in [2] and [4], which igstruction, to command the PALU for the 1-D DWT/IDWT
called recursive pyramid algorithm (RPA), and their the implesrocessing. While the 1-D architecture is made up of EIC, we
mentations are formed in a systolic array. It rids the drawbapkit the 2-D DWT into practice with separable approach. At the
of Mallat’s pyramid algorithm (PA) [8], whose implementation®utset, because the essential computations of DWT/IDWT are
need the feedback storages. Lately, the utilizations of systolictie multiplication and addition, we can build the multiplication
DWT have been thoroughly studied in researches [3], [9]-[13istruction, MUL, the additioninstruction, ADD and the general-
purposeregisters (GPRs), to complete the work. The instructions
. . . . that can be drawn up regularly would be embedded in a built-in
Manuscript received January 15, 2002; revised February 13, 2003. This w £ db look ble. With th
was supported by 91X104-EX-91-E-FA06-4-4. This paper was recommen M or ROM and_ per Or_me y a look-up-table. With the
by Associate Editor R. Chandramouli. requirements, the instructions command the PALU to enforce
The authors are with the Department of Electrical and Control Engineeringg acific jobs, including the fetching of the filter's coefficients
National Chiao Tung University, Hsinchu, Taiwan, 30050, R.O.C. (e—mar?p AV .. . . . ’
bwu@cssp.cn.nctu.edu.tw; benson@cssp.cn.nctu.edu.tw). multiplication, addition and the appointment of specific registers
Digital Object Identifier 10.1109/TCSVT.2003.816509 for accumulators. Furthermore, the highlight in our design is
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that the architecture needs only two multipliers and four addexstend the input sequences symmetrically in the boundary, to
(2M4A). We utilize 2M4A to construct PALU organizationmake sure that the output signal is symmetric in the boundary
with parallel technique. Therefore, we have successfully limitaghder linear phase filters. In this paper, we adopt the wavelet fil-
hardware resource to execute accelerative the 1-D DWT/IDW@rs (Spline97) with nine-order and seven-order in the low- and
computations. high-pass filters, individually [6]. More precisely, the chosen
The similarity between the computations of DWT and IDWwvavelet filters in our architecture should be whole-point sym-
has been discussed in the lifting schemes [14] and [15]. Weetric, or a Type | linear-phase finite impulse response (FIR).
also prove the similarity still existence if the computationgbpline97 has been modified according to the symmetry prop-
equations are original definition in DWT algorithm. In theerty in convolution [18] and [19]. The four filters have the linear
computation paths of DWT, an input signal is sent to twphase property
filters separately and downsampled by two. We rewrite IDWT

is suitable for orthogonal and biorthogonal filters. The chosen
; o (50n] | (=1)h[1 + n], =5 < n < 3,5[—2 — n] =g[n]}. (4)

equation analogous to DWT formulae. Hence, both DWT and {h[n] | =4 <n < 4,h[-n] =h[n]};
IDWT can be realized in the same architecture and we just {g[n] | (—=1)"A[1 —n], -2 < n < 4, g[2 — n] =g[n]}. (3)
change the filters’ coefficients. The manifestation of formulae {hln] | =3 < n < 3, h[—n] =h[n]};

]

wavelet filters in our architecture should be a Type | linear

phase FIR. The EIC ha_s Fhe .folllowmg five advantages: The filter g[n] is not the same as the original definition, since
1) the number of multiplication in DWT and IDWT compu-the reconstruction equation in [6] does not adopt the convolu-

tations are reduced; tion form (2). If the reconstruction equation is rewritten by the
2) the instructions can be drawn up regularly and performe@nyolution form, then (4) would be held. Moreover, based on
by the look-up-table; [18] and [19], the four filters are whole-point symmetric. If the

3) we adopt parallel organization to speed the execution; input sequence,[n] is extended with whole-point symmetry in
4) both DWT and IDWT computations can be built in thene peginning and the end

same VLSI architecture;

5) our work needs a fewer number of multipliers and adders,  ag[—n] = ag[n];ao[N — 1+ n] = ag[N —1—-n] (5)

regardless the wavelet filters’ length.

The rest of the paper is organized as follows. Section Il dith€na: [z] will become whole-point symmetry in the beginning
cusses the basic formulae of the DWT and IDWT, followed b§nd half-point symmetry in the end. Converselyjn] is half-
Section 111, which focuses on specific instructions that EIC usg&0int symmetric in the beginning and whole-point symmetric in
In Section IV, the derivation of the similarity between the 1-f¥1€ end
DWT and IDWT computation is shown mathematically. Fur- N N
thermore, the experimental results and comparisons are listed in a1[—n] =a1[n]; a1 [5 -1+ ”} =1 [3 - n}

Section V. The conclusion of the paper is found in Section VI.
N N
dl[—n] :dl[n + 1];d1 |:§ + n:| =d; |:§ — n} . (6)
Il. FORMULAE AND NOTATIONS OF THEDWT _ _ _ _ N
_ o Since the arithmetic operations of 1-D DWT are addition and

Both DWT and IDWT can be implemented with filter banksnultiplication, this indicates that we can use the simple instruc-

[1], [6]. The 1-D DWT computations are shown in (1), and 1-Bions to complete the operations. The multiplication is executed

IDWT is described in (2) by amuL instruction; the addition is done by anp instruction.
Therefore, we propose that, instruction codes be saved to ROM
arfn] = Z hlk]ao[2n — kJ; or RAM in advance for the execution of conjputa:tlon later. We
- also propose to have GPRs and save the filters’ coefficients in

ROM or RAM. TheMuL instruction is manipulated as follows.

di[n] = glklao[2n — k). @)
ko A. MuL Coefficient

Go[n] = Z hin — 2k]a1[K] + Zg[n — 2kldi [k () Although the multiplication needs specific input and coef-
r F ficient, we hide the former immuL. The reason is that the

In (1), ag[n] is the original input signal with a finite length coefficient can be specified by input in order. Once we ob-
0 < n < N and its low- and high-pass signals argn] and t@in the sequential input, we only need to arrange the order
dy [n], respectivelyh[n] andg[n] are the low- and high-pass fil- Of coefficients and fetch them one by one. In addition, the
ters of 1-D DWT, respectively. In (2)[n] is the reconstructive Product should be saved in a fixed product register. Abe
signal fromay [n] andd; [n]. In addition,k[n] andg[n] are the instruction is manipulated as follows.
low- and high-pass filters of the 1-D IDWT, correspondingly. If . )
ao[n] is required to be equal tay[n], the filters of 1-D DWT B- ADD Specified-Register
and 1-D IDWT should have the PR condition [1], [6], [8] and All the ADD instruction needs to do is to specify a register to
[19]. When a linear-phase signal convolutes with a linear phalse an accumulator and the value of the accumulator would add
filter, it will generate a linear phase output [18]. Therefore, wap the product and then save the result back to the accumulator.
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Fig. 1. Computation paths af, [n].

TABLE |
MUL AND ADD FUNCTIONS

MUL ADD
Tnstruction | Function Tnstruction | Function
UL Toput signal nuiltiphies by Ak] | ADD R | PREG adds & md saves fhie resull o &
hlk] and saves the product to PREG
Input Ttem | Instruction | The value of Input Ttem | Instiuction | The value of R

REG
0 MUL AT | A[41a.[01 0 ADD R, | & = H1a]0]
1 MUL H3] | Al3le, [11 1 ADD Ry Ry = (4], [0]) + A[3Ta,[1]
2 MUL _A[2] [ Al2]aq[2] 2 ADD Ry Ry = ((W[4]2a[0]) + A3]an LD + Al2Taa[2]
3 MUL AT [ Alle[3] 3 ADD & Ry = ((A[A]ea [01) + A3 Ten[I]) + A[2 e [27 + AlTTea[31
[ll. 1-D DWT COMPUTATION In the summation path, we need to specify the particular reg-

Before we discuss the 1-D DWT computation, we need to §I§ elgélslulig?:aiir?]tptlzeFki)gtt(lj?hgr/vzlgﬁelél:?n?rzgﬁgaongggqp the

up the nine GPR$§Ry, Ry, Ro, ..., Rs}. The register®ly, Ry, . : . ;
Ro, Ry and R, are related tai; [n]. And the registersis, Rg, S und withh[4]ao[0]. By tracing the path, the value i, is
Ry and Ry, are related tal; [n]. Furthermore, the length of theshown in Table I. When the eighth input is filled, the value of
filter decides numbers of registers and a whole-point symmet% would be“l[?] " We would OL.JtpUt the value gk, and zero

» for the remaining computation.

filter has odd filter’s length. If the length i5, then the numbers _ . .
I I g g . From Fig. 1, we can analyze the relationship between the

of registers are register's numbers and the filter’s length. At firdk, is the
ceil <_> e accumulator ofu; [0]. After the inputao[4] is calculated Ry is

2)° free for the next calculation. Thus, we can utilize the usage of

We would explain the equation by following example the register to estimate the numbers of registers. Given a filter
: {r[n] | L1 <n < Ly,Ly— L, +1 = L}, if we replaceh[k] by

r[k] in (1), we can assign regist@ for a;[m] anda;[m] can
) L i i be computed witHag[2m — L], ap[2m— La+1], ..., ag[2m—

Fig. 1 indicates the computation pathsagfrn], with the as- L1]}. Likewise, R, is for a;[m + 1], Ry is for ai[m +2] and
sumptionN = 16. In the figure, each black dot represents thg," Registe?, is assigned tau [m + p] and a:[m + p|
product obtained from the correspondingr| indicated above , 5.id be obtainea Wit ao[2m+2p — La], ao[2m+2p— Lo+
and it multiplies the associated multiplicahfk] indicated in 1,...,a0[2m+2p— L1]}. If the first inpﬁta0[2m+2p—L2]
the column on the far left. This calculation can be done withi 7a1[m +p] is behind the last inputo[2m — L] of a;[m]
the singlevuL instruction. To obtain each [n], we need to sum can be free and replace the function &f,. It implies
up the product represented by the black dots in dash-lines. Kgr Ly < 2m+2p— Ly. Since Ly — L, + 1= L, we can
example, we can calculatg[2] via (1) and obtain select the least integer value Bfusing (7). If Ry can replace

a1[2] =h[4]ao[0] + h[3]ao[1] + A[2ac[2] R,, then R; can replacelR, and_ so on. Hence, the value
of P can be the numbers of registers.
+ h[1]ao[3] + h[0]ag[4] + h[—1]ao[5]

+ h[—2]ao[6] + h[—3]ao[7] + h[—4]ao[8]. B. Embedded Instruction Code

The a4[2] can be attained by summing up each product The EIC is proposed to form the instruction codes and the in-
generated from the particul&{k] and ag[n]. The black dots structions are the control commands of the PALU organization.
of h[4]ao[0], h[3]ao[l], h[2]ao[2], h[l]ao[3] and h[0]ag[4] The EIC systematically forms the codes in two steps: 1) to ob-
are within one straight dash-line and the dotshpf1]ag[5], serve the values of each register depended on the current input
h[—2]ag[6], h[—3]ao[7] and h[—4]ao[8] are within another and 2) and check the reuse in PREG.
dash-line. The summation paths @f[2] are merged in two 1) The Values of Each RegisteAt first, the relationship be-
dash-lines. Furthermore, the instructions shown in Table | wilveenR, ~ R4 anda;[n] should be established according to
complete the calculations and each product will be saved to #ch input. From (1) and Fig. 1, we can list the values of each
product register (PREG). register, which vary with the input in Table II.

A. Computation ofi; [n]
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TABLE I
VALUES OF THE REGISTERS
Register Adn] Ryln] Rn] Ryln] Ryn]
Value
7 Output
0 ag[0] A[0] ad0] 4[2] ag[0] A[4] 0 0 No output
1 Ro[0T2aq[1] A[1] |Ri[0THagl1] 2[1] |Ra0Haq 1] /]3] |0 1] No output
+ag[1] A[3]
2 RollF2ad21 4121 |RilLTracl2] A[0]  |Ra[1Tad 21 £I21  |adl2] A[4] 0 Nao output
+ag[2] A[4]
3 Ro[2H2a03] 131 |Ril2Had31 111 |Ral21Had31 2011 |Rs[2Had31 A[31]0 No oufput
4 Rol3H2al4] A4 |Ril3Tracl4] #121  |RaI31ad41 #2101 |Rsl3Hacl4] A2 1140141 A141 a,[0] <= Ry[4]
5 R[50 Rild4ltagls14131  |RaA4ad 514001 |RaAaads1 AR IR daad 51 4131 [ No output
] aol61#4] RilSHad61 441 |[RalSHao61412]  |RsISHad6] A[0T|RASHad61 4121 | a[1] <= & [6]
7 Rol6Hag[7] £[3]  |Ri[7]=0 Rol6ag[7]1 4131 |Ral6Hag 7] Al ]| RJ6Haol7]1 A[1]  [No output
12 R0[11]+a.0[12]h[3] R1[11]+a5[12]h[0] R2[11]+alolll]h[3] WA R,[u]mg[u]hm a‘[4]‘:'Rﬂ[11]
+ap[12] £[4]
13 Ro[121apl13] A[3]|R[121Ha [ 13] A[L]|Ro[12 Hae13] A[1](N/A N/A No output
+ao[13] 4[3]
14 Rl 13Trad14] A[41|R:13Ta 141 A 21| Ral 131 +a 141 R[0]|N/A N/A a,[5] <= Ro[14]
+a[14] 2[4] +ag[14] A[2]
15 N/A Ry[14]+aol151 2131 Ro[14Hael15] A[1]|N/A NiA a[6] <= R[16]
@ [7] <= Ry[18]
TABLE Il
NUMBER OF MULTIPLICATIONS
Method The number off{Interpretation
multiplication
Mathematics |ON/2 According to (1) and the chosen filter, it needs to execute © multiplications for each a[n].
Since 1 sy < a2, the number of multiplication is gpr/3.
Reuse  the| 5M/2 Fig. 1 has shown the products that can be used in computation of @, [#], and they are marked by
PREG the black dot. Thus, the number of the black dots in Fig. 1 is the maximum number of
multiplication while we compute «[#]. Since we have dealt with the boundary, the black dots
obtained from ay[-4] to ag[-1] and from ag[16] to ay[18] canbe omitted. Consequently,
the number of multiplication is  3(a7/2) + 2(W/2) = sK{2.

The symbol ‘<="means that the right operand is transmitted
to the left operand. Additionally, “N/A” means that the register
will no longer be used. Moreover, through (5) we can assign the
value of the boundary inputs: < 0 andn > 15. Since the value
of PREG needs to be multiplied by two within the boundary
0 < n < 4, we add a least-significant bit shift (LS) preceding
the adder in the architecture, to be activated by a multiplexer.
Table Il also shows the relationship between inputs and outputs.
a1[n] can be obtained withy[2n+4] andag[2n+5] if 4 < 2n+
4,2n4+5 < N—-3and{a;[N/2—1],a1[N/2—2],a;[N/2-3]}
can be acquired fag[n] | N —2 < n < N —1}. Furthermore,
there will not be any output ifag[n] | 0 < n < 3}.

2) The Reuse in PREGTable Il reveals that some products
could be shared by registers. Take- 4, for examplef|[4]ao[4]
will be accumulated t®?y and R4 andh[2]ao[4] will be accu-
mulated toR; and R5. Thus, we can use oneuL and accu-
mulate the PREG to two different registers with twobDs. In

Fig. 1, the products, represented by black dots, are shared by two’

registers as two dash-lines cross one another. The exceptions
are the products in the second row, whose multiplicarid(s

Since the product sharing is based on the symmetry property, we =

would build one multiplier and two adders (1M2A) in PALU for
a1[n] computation. Hence, since there are nine multiplications
for eacha [n], our method can cut down on the number of mul-

tiplications. Table 11l lists the multiplication reduction.

3) Instruction Codes for the Computation @f[n]: From
Table I, we can describe instruction codes in Table IV that can
perform the calculations af; [r] and the explanation of the table

as follows.

TABLE IV
INSTRUCTION CODES OF .1 [n]

Boundary in the

eginning IE oop
Instruction

oundary i the end

0
Order] Ill,'\‘h‘llCﬁOl)“El])llt itein

Tuput iteim | Order| iput itein Order| Ingtruction
0 0 |MULA[]. [|6 30 |MUL Afopiz 60 |MUL A[0]:
1 ADD Rq. 31 |ADD Rz 6l |ADD Ry,
2 |MULAZI 32 |MULA[Z]] 6z |MULAIZL
3 ADD Ry, 33 |ADD R, 63 |ADD Rq,
ADD Ry ADD Rj.
4 |MUL AL 34 |MUL A[4]] 64 |MUL Aj4]
5 ADD Ry, 35 ADD Ry, 65 ADD Ry,
ADD Ry ADD Ry
1 6 MUL 2[1T. |7 36 |MUL A[L[13 66 |MUL A[L]:
7 ADD Ry(LS)] 37 |[ADDR; 67 |ADDR;,
ADD Ry, ADD Ry, ADD R
3 MUL #[3]. 38 |MUL A[3]] 68 |MUL A[3];
9  |ADD Rp. 3% |ADDRy. 6 |ADDR;.
ADD Ry ADD Ry ADD Ry,
2 10 |MULZ[0], |[s 10 |MUL R[oT|1a 70 |MUL K0T,
11 |ADD Rp, 11 |ADD Ry, 71 |ADD Ry,
12 [MULAZ] 42 |MULA[2] 72 |MUL AL
13 |ADD RyLS)] 43 |[ADD R 73 |ADD R;.
ADD Ry, ADD Ry, ADD Rj.
14 |MUL A[4]; 44 |MUL A[4]] 74 |MUL A[4];
15 |ADD R, 45 |ADD Ry, 75 |ADD Ry,
ADD R ADD R, ADD Ry,
3 16 |MUL AT, o 46 |MUL A[LIJL5 76 |MUL A[L].
17 |ADD R, 47 |ADD Ry, 77 |ADD R.,
ADD R, ADD Ry,
18 |MUL 23] 48 |MUL 4[3]] 78 |MUL A[3]:
19 |ADD R LS)] 19 |ADDR; 79 |ADD R,
ADD R, ADD R,
20 |MULA[0]. |10 30 |MUL A[0]]
21 |ADD Ry 55 |ADD Ry,
22 |MULZ[2T. 52 |MULA[Z]
23 |ADD &g, 53 |ADD R,
ADD Ry ADD R;.
24 MUL #[4]. 54 MUL A[4]{
25 |ADD R(LS)] 35 |[ADD R,
ADD Ry, ADD Ry
3 26 |MULA[1]. |11 56 |MUL A[1]]
27  |ADD Ry, 37 |ADD Ry,
ADD Ry, ADD Ry,
28 |MUL 23], 58 |MUL A[3]]
20 |ADD R, 39 |ADD R,
ADD Ry, ADD Ry,

939
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TABLE V
REGULATION IN “L OOP” OF a1 [n]

Input item

Instruction

Relation Input item |Instruction Relation

n=even
and

6=nsN-5

MUL h[0].

ADD Ryrgny

MUL #[2]:

ADD R s ADD Ry 5| Where

MUL #[4]:

me[01234]. me[01,2,4].

ADD R 3.2 ADD Ryt

Him neodd |MULH1]: umLn):

the remainder|and ADD Rygny. ADD Ry 5y |the remainder

of Gy2+mfs. |6 <n<N-5|MUL }[3]; of (-Df2+mfs,
ADD Ry ny ADD Ry s |Where

» The “Order” indicates the execution order and the “(LS)” =3
marks that the LS be activated. In some execution order |

M2 I A0 M1 A1 AM3T M4 C M4l A3

there exist two instructions that should be executed con *f

currently. For example, in order 9, we hawob R;”and  « |
“ADD R5". We limit ADD andMUL instructions in the same _?{ e
execution time for PALU organization design.

There are three classifications in the instruction codes

M2l H3)

Wi C

M2l M1l MOl M1l H2I M3 M4 C

A4 M3 H2) M)

Hol Al H2) A3

“Boundary in the beginning”, “Loop” and “Boundary in Fig. 2. The period in “Loop.”
the end”. The codes in “Loop” are in a certain sequence,

shown in Table V. The instruction codes in “Loop” for the

nth input are the same as those belongingnta-(10)th,

where6 < n < N — 5. Hence, we just record the instruc-

tions within6 < n < 15 and execute them periodically. N-4
* We use a simple version of execution order, shown in

Fig. 2, to interpret the period in “Loop”. Each coefficient

in Fig. 2 stands for the instructions, e.g[0] in the circle

represents the instructions when= 6: muL Ah[0] and

ADD R3. In addition, mark C is labeled that the register

should be cleaned, e.gR;[7] = 0 in Table II. Further-

more, the coefficients arranged abave- 16 is the same

as that abover = 16. The coefficients allocated above

16 < n < 25 would be the same as that abdved n <

15. The reason is that each register should be accumulated

nine times and finally zeroed. After that, the register can

TABLE VI

INSTRUCTION CODES FOR THE'B OUNDARY IN THE END” OF a1 [1]

Input item|Instruction Input item|Instruction

MUL #[0]: N-2 MUL /0]

ADD Ry ADD Ry

MUL #[2]: MUL 2]

ADD Ry ADD Ry ADD Ry ADD R ey

MUL /[4]: MUL /4]

ADD Ry ADD R a0 ADD Ry 9. ADD Ry
N-3 MUL /[1]: N-1 MUL /1]:

ADD R 0. ADD R e ADD R ypaap

MUL #[3]: MUL M[3].

ADD R 40 ADD R yz 2 ADD R 51

K] '
ag(#] ( )

be reused and the instructions would be executed periodi-
cally. The number of the addition is decided by the filter'sig. 3. PALU organization of 1M2A.
length. Thus, the period in “Loop” i& + 1 if the filter's

length isL.

4) PALU Organization of LM2A:From Tables IV-VI, our

wherem € [5,6,7,8]. Finally, based on the previous explana-

* The codes for “Boundary in the end” are dependent on ttien of PALU, we allocate another 1M2A faf; [n] computation.
value of N and are listed in Table VI. Here,(m, N) is Thus, the eventual organization would be called 2M4A PALU.
the remainder of N/2 + m)/5 andm € [1,2, 3, 4].

IV. 1-D IDWT COMPUTATION

architecture includes the PALU organization, that is formed with |n 1-D IDWT, we transform the original 1-D IDWT equa-
one multiplier and two adders (1M2A), shown in Fig. 3. Furthetion (2) into new equations, and the equations are similar to 1-D
more, the organization comprises one 16-bit multiplier and tWowT equations (1), according to the theories of multirate sys-
32-bit adders. To parallelize the organization, we use the lat@lims [1]. At first, we individually divideig[n], H(z), andG(z)
PREG, which contains the product and the product is obtaingdo two parts: the even part and odd part

from the MUL executed in previous order. Thus, #mD can

employ the previous value and tiveL can generate the new

product concurrently.

C. Computation ofl;[n]

Likewise, we could apply the EIC and PALU organization tq o e
carry outd; [n] computation. Fig. 4 shows the computation paths

of dy[n]. The boundary could be revised by using (3) and the H,(z) =
reapplication in PREG should be considered. We show the part
of the instruction codes faf;[n] in Tables VII-IX. Note that
u(m, N) in Table VIl is 5 plus the remainder ¢fV/2+m)/4,

) h[2k]z"*,
ée(z) §[2k]z_k,

2
-

age[n] :dA o[2n]; ago[n] = ao[2n + 1]

Ao(2) =Aoc (22) + Ao (2 ) @)
H(z) =H, (2) + Ho(%)2"

G(2) =Ge (%) + Go (2%) 2~ ©)

Hy(z) = hl2k+1]z"*

k

Golz) = > 2k +1]27".

k
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&n)
Product

Multiplicand

a1 | &0 | &l | w2 | &) &l |

&[0 |a0) | &l | &2 | &3] [ a0 [ 2051| 06| 507 | al18]

All

dl=d0] | @

A3f=et-1]

A2 | @

Fig. 4. Computation paths af; [n].

s

TABLE VII
INSTRUCTION CODES FOR THE'B OUNDARY IN THE BEGINNING” OF d; [n]
Input item|Instruction |Input item|Instruction
0 MUL g[2]:]2 MUL g[2];

ADD R, ADD Rs.
ADD Ry,

MUL g[4]. MUL g[4]:

ADD Ry ADD Ry
ADD Rs:

1 MUL g[11:]3 MUL g[1]:
ADD Rs, ADD Ry,
MUL g[3]: MUL g[3]
ADD Rg: ADD R;
ADD Rs, ADD Ry

TABLE VIII

INSTRUCTION CODES FOR THE'B OUNDARY IN THE END" OF d; [n]

Input item

Instruction

Input item|Instruction

N4 MUL g 2] V-2 MUL g[2]:
ADD Rufjml ADD Ruﬂ,N) (LS)
ADD R o ADD R yim:
MUL g[4]: MUL g[4]:
ADD Ru(?,N) (]_S) ADD Ru(_gml
ADD R u(3.M) ADD R ufg M)

N-3 MUL g1]: V-1 MUL g[1]:
ADD R 2(6.M) ADD Ruag\ol
MUL g[3]: MUL g[3]:
ADD Ry (LS) ADD Ry
ADD Ry

Furthermore, from the 1-D IDWT equation (2), we get

Ao(z) =H(2)A1(2%) + G(z
—{A1(22) e(Z)+D1( )

Then, we introduce a new signal [n], which is alternately

1{A172

)D1(2

%)
Ge(2%)}
)+ D1 (%) Go (%) }

composed ofi;[n] andd; [n] as follows:

w1[2n] =aq[n];

Wl(z)

wi[2n — 1] = dy[n]
=A; (z2) + Dy (zZ) z

3

=
e

G
+ Dy (22) 1, (22) 2} (14)

Eventually, we respectively downsample the signals (13) and
(14) by two and get (15), as follows:

ge|n Z br[kwi[2n — k]; dgo[n Z b [k]wi[2n — k).
(15)
Itis clear that the computation path of the 1-D IDWT is sim-
ilar to the 1-D DWT. Additionally, because of the symmetry
property in (4), (16) is supported
H(z)=H (z71) G(z) = 22@G (z71). (16)
Besides, from (16), we could attain (17), which also have the
symmetry property
fle (22) :fle (2_2) , ]:IO (22) = z2]-if0 (2_2)
G. (22) =22G, (272) , G, (22) = %G, (272) . (A7
Using (17), we can examine the symmetry propertef z)
andBpg(z) in (18)
B (27") = Br(2); By (¢7") = 27 ?Bu(2). (18)

Thus, due to linear phase [17] and Spline%¥;(z) and
By (z) belong to the linear-phase and whole-point symmetric
filter

{boln] | =3 < n < 3, by[—n] =bg[n]}
{bg[n] | =5 <n <3,bg[-2 —n] =bgn]}. (19)

Based on the discussions, the computation pathg.¢t] and
ag,|n] are demonstrated in Figs. 5 and 6, respectively. Thus, EIC

From (6), we see that, [n] belongs to the whole-point sym- .4 5150 be used in 1-D IDWT and we just need to change the

metry in the beginning and the end. In the followinglif (=)

filters’ coefficients and instruction codes. The VLSl architecture

is multiplied by two specific filters defined in (12), we wouldynq paLu organization for 1-D DWT still applies in 1-D IDWT.

get (13) and (14)

Ge
G

o

(%) 2
(

z

2

+G () 27)

V. EXPERIMENTAL RESULTS AND COMPARSIONS

We accomplish the 2-D DWT by applying 1-D DWT in
column and row (separable approach) and the PALU organiza-
tion in 1-D DWT architecture is adopted 2M4A. In addition,
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TABLE IX
REGULATION IN"L OOP’ OF d; [n]
Input item [Instruction  |[Relation Input item  |Instruction  |Relation
neeven |MULg[2]. |wm,n):5 plus the remainder | n e odd MUL g[1], |udnm):5 plus the remainder
and ADD Ryepy. |of (/24m)/4. where and ADD Ry |of ((i—D/2+m)/4, where
4<n<N-5|ADD Ryg . [m<[5678] 4ns N=-5 me[57.8].
MUL g[4]: MUL g[3]:
ADD Rygs, ADD R 50y
ADD Ru(S,n): ADD R et
wile) w3 [ wtn |t | wlon | i [ ez | B | w et | owtsl | w0n | s | s |0 | wan] e | e fwie | eis| s eon
Product
Multiplicand
10] b o o o o o o o o o
i e | [w] s [w] [s [®] & |& [e |e
e | (o] (o] [ D] [e] [e] [®] [&] [e] e
acears (@ (o] (e e e e [e] e |[e| [e| e
£, &, B, Ry Ry Ry Ry R i | |
\J \J \J \J A\ \J \J
dge[0] 1] dge[2] ge[3] dig,[4] d,[3] dg, [6] dg[7]
Fig. 5. Computation paths @f. [n].
w[n] widl (w2 |wl Jwn [win [w2 [em [ s Pesn e | w8l | o fon [ ez (es) e | oens | eis) | wnm | e |ens)
Product
Muliiplicand
4 . * /.\ /.\ /.\ /.\ /.\ /.\ /.\ /.\ hd *
oo | o] o] D] [&] [e] [« [&] [e] [&] [e] |e
o [e| @] & [e] [e] [w [w] [« ‘&l [e] e [e
byl-41=,2] 5 v 5 s L 8 ) 4 - - b 3 L X L § L X
. 7 7 7 7 " ~ 7 7 " < < < S
a5k | @ . . . [ ] (] [ ] (] () ° () [
kR & K R R R & i | i :
v v v v v \ v v
dge[0] dge[1] g [2] 4g,[3] dg[4] 4o (5] gy [6] agl7]
Fig. 6. Computation paths @f, [n].
TABLE X
PROPERTIES ANDSPECIFICATION OF THECHIP
TSMC 0.35m 1P4N. CMOS technology.
Pin counts are 84 pins.
Operation frequency is 62.5MHz for worse case and
100MHz for normal case.
Processing speed is 4.88Mpixel/sec for worse case and
7.78Mpixel/sec for nornal cage.
Gate counts are 30192 cates.
The gate counts of data path are 4669 gates.
The gate counts of 1-D control are 12644 gates.
The gate counts of 2-D control are 10309 gates.
The gate counts of VO are 3290 gates.
Coresize 1 1697an <1722um .
Die size is 3123 g = 3102 g - Fig. 7. Layout view of the chip.

The functions mclude 2-D DWT and IDWT. The
decomposition level ig up to 6.

The recent researches [20]-[22], are concluded to compare
we employ VHDL language to describe the circuits and tha Table XI. In [20], their architecture sustains 52512 image
layout synthesis is done with the CADENCE layout tools ansize and the size is smaller than that of ours. In addition, they do
the TSMC 0.35zm 1P4M CMOS technology. We test thenot show the precision bits. On the other hand, in [21], despite
chip with the 2-D signal and each pixel of the testing signal their precision bits are the same as ours, our design enjoys su-
8 bits. Furthermore, we could select the width or height of thgeriority in supported image size with specifications like VGA,
2-D image signals among five groups of parameters: 1) 10 MPEG-1, and MPEG-2. Moreover, in [22], though their wavelet
512, 256, 128, 64, 32; 2) 640, 320, 160, 80, 40; 3) 480, 24fiters are programmable, their doable image size is 2266
120, 60, 30; 4) 352, 176, 88, 44; and 5) 720, 360, 180, @hd the precision is 24 bits. Thus, our chip has advantages in
pixels. Therefore, our chip can support the image size of VGArecision and image size.

MPEG-1, and MPEG-2 [25] and up to 10251025. Table X  The merits of our work are summarized in the following. Our
indicates the properties and specification. Finally, we show tbhip integrates DWT and IDWT into a single chip without extra
layout in Fig. 7. circuits and uses fewer pin counts at just 84 pins. The goals



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 9, SEPTEMBER 2003

943

TABLE XI
COMPARISONS
Method Sheu et al. Lee ef al. Chen et al. Ours
[20] [21] 22
Arclutecture hughlight Separable Separable Programmable filter length | Separable
IDWT No No No Yes
Process (fom ) 0.6 0.6 0.35 0.35
Total area (4om < fon ) 7600 <8400 | 5344.8x5287.2 | 52002500 31233102
operation frequency (MHz) [ 25 100(external ) 50 100
S0(internal)
mage size (pixel ~ pixel) 512512 512512 256 256 1024 1024
other image size (pixel) No No No 640 =480 (VGA)
352 %240 (MPEG-1)
720 + 480 (MPEG-2)
Precision bits N/A 32 24 32

“Input signal is 8-bit form and output signal 1z 12-bit form

of lower hardware cost and architecture sharing are thereforg7]

achieved. The decomposition level is up to six and the imag
sizes are in many ways better supported, with contemporary ap-

plications’ specifications.

VI. CONCLUSION

el

[9]

(10]

In this paper, we propose VLSI architecture and a desigrﬂll]
regulation named, EIC, to perform the 2-D DWT/IDWT. We
establish a set of instructions to accomplish the DWT com-

putation. In addition, we present a PALU organization forl
the computation unit and it consists of two multipliers and

four adders. Since the similarity between DWT and IDWTI[13]
is proven, we can build both DWT and IDWT in the same
architecture. Moreover, we employ symmetric extension to saf14
isfy the PR requirement. Using the TSMC 0.3 1P4M
CMOS technology, our experiment is 3123n x 3102 um
in the total area, the pin counts at 84 pins and the processing
speed at 7.78 Mpixels/s. Finally, our work supports up to six

decomposition levels and versatile image specifications.
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