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Abstract

In this paper, we propose an improved technique for congestion control, named as ping-pong flow control (PPFC), for

asynchronous transfer mode (ATM) available bit rate (ABR) traffic. This is a rate-based flow control scheme, in which the rate

regulation is achieved by directly adjusting the transmission rate in the source end station. The proposed algorithm uses a

bipolar feedback strategy, which employs positive and negative feedbacks to control the transmission rate for different switch

states. These states are determined using the traditional threshold-based method. We also introduce state early detection (SED),

which enables the PPFC to control traffic flows more precisely and accurately at critical moments. The simulation results

show that the proposed algorithm provides a higher throughput and lower cell loss ratio when compared to the well-known

backward explicit congestion notification (BECN). Furthermore, these results also show that PPFC is robust against feedback

losses.
D 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction variable bit rate (rt-VBR), non-real-time variable
The major characteristics of the asynchronous

transfer mode (ATM) networking system are its

data transmission and bandwidth management

capacity. In general, the ATM forum defined the

following five service classes to support different

traffic types: constant bit rate (CBR), real-time
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bit rate (nrt-VBR), available bit rate (ABR), and

unspecified bit rate (UBR). The CBR is often

utilized in circuit emulation, since it provides a

stable transmission environment. Similarly, VBR is

frequently used to carry compressed multimedia

data, because the variable bandwidth and bursty

tolerance fits the requirements for compressed multi-

media data.

The main goal of ABR is to use the remaining

bandwidth left unused by CBR and VBR to transmit

data in a best effort manner. The users first declare

a set of parameters including the peak cell rate

(PCR) and minimal cell rate (MCR) while the call
s reserved.
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is setup. Feedback flow control algorithms are

adopted to regulate the transmission rate of the

ABR connection between the PCR and MCR.

Basically, ATM flow control algorithms can be

classified into two categories according to the con-

trol mechanisms: the credit-based flow control [1]

and the rate-based flow control [2,3]. Credit-based

flow control usually uses a hop-to-hop feedback

control loop to regulate the traffic flow between

two neighboring nodes. Instead of using a hop-to-

hop control loop, the rate-based flow control

employs an end-to-end feedback control loop to

manage traffic flow between the source (SES) and

destination end stations (DES), which are linked via

one or more intermediate switches. Rate regulation

is achieved by directly adjusting the transmission

rate of the SES. ATM Forum chose the rate-based

flow control in 1995 [4].

Rate-based control algorithms can be further clas-

sified into explicit indication (EI) scheme and explicit

rate (ER) schemes, depending on the rate adjustment

techniques used in SES. In the EI scheme, the allowed

cell rate (ACR) in SES is increased or decreased

using linear, exponential or some other rules by

considering the network traffic. The well-known

FECN, backward explicit congestion notification

(BECN), and PRCA are EI-based schemes [5–10].

However, the ER scheme directly adjusts the ACR to

a suitable value. The EPRCA, APRCA, OPRCA, and

ERAMM all use such a scheme [11–14]. The ER

scheme converges quickly, but it will increase the

complexity of the switch design to support greater

computation. Conversely, the hardware cost for the

EI-based switch is much lower, since the control

algorithm is simpler. This leads EI schemes to keep

flexibility and extensibility in the development of the

control algorithm. If the rate regulation is well

designed, ACR convergence in EI schemes will be

improved and may be even better than ER schemes.

This is because the available bandwidth changes

constantly.

In this paper, we propose an improved EI-based

flow control algorithm for ABR, which employs a

hybrid feedback strategy to control the transmission

rate of the traffic source. According to the simulation

results, our algorithm has the advantages of efficient

rate regulation and insensitivity to feedback delay and

loss. These benefits not only reduce cell loss ratio, but
also keep the switch queue length within a desired

range. We organized this paper as follows. The

framework of the ABR flow control is described in

Section 2. Our algorithm and its implementation is

proposed in Section 3 and the simulation results are

presented in Section 4. Finally, we conclude this

paper in Section 5.
2. Framework of ABR flow control

The objective of ABR flow control is to fully

utilize the remaining available bandwidth and avoid

cell losses, which usually occur while a switch is out

of the buffer. In most cases, these control algorithms

should make decisions on the status of intermediate

switches. A good flow control algorithm should

prevent cell losses by properly reducing the traffic

flow before buffer space is exhausted and keep the

bandwidth fully utilized. Based on FECN, BECN,

and PRCA, we propose an improved ping-pong flow

control (PPFC) algorithm, which is an EI-based flow

control scheme. In general, an EI-based flow control

algorithm is implemented using mechanisms with

three basic units: state detection, feedback strategy,

and rate regulation. The state detection technique is

used to recognize the congestion states of an inter-

mediate switch. The control mechanism would then

control the traffic flow of the SES based on this

information. Most algorithms use the threshold to

determine the states of a switch. However, threshold

selection would be another important issue for the

performance of the flow control algorithm [15]. As

for the feedback strategy, it will define how the

switch information is represented using indication

bits sent back to the SES. If the reaction for

receiving the indication bit is to increase the trans-

mission rate, then the feedback scheme is positive,

as adopted in PRCA. Similarly, if the reaction is to

decrease the transmission rate, then it is a negative

feedback, as used in FECN. Rate regulation is a

mechanism to decide how the transmission rate is

adjusted. The exponential and linear schemes are the

two schemes often adopted. The linear scheme is

conservative but stable, whereas the exponential

scheme is aggressive but variable. How to design a

suitable regulation is a critical task for system

performance.



Fig. 2. Two threshold bands and corresponding switch state.
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3. Ping-pong flow control

3.1. Ping-pong flow control algorithm

Consider a simplified system with one SES, one

DES, one virtual circuit (VC) between the SES and

DES and in-between switches on this VC, as shown

in Fig. 1. State detection is an important issue in

flow control design. In principle, it determines

whether a switch is congested or idle. The source

transmission rate is then decreased or increased,

since the rate regulation is triggered by the change

in switch states. Unlike most of the other algorithms,

which classify the system status into two categories,

PPFC defines triple states. We define a switch to be

idle if its buffer is nearly empty. The switch utiliza-

tion of the output link is then poor. If all switches in

a system are idle, then this system is underloaded.

The source transmission rate should be increased

using a positive feedback forward control loop. A

switch is congested if its buffer is nearly full.

Although the utilization of its output link is good,

free buffers may exhaust soon and it will result in

cell loss in the near future. A system is overloaded if

there is at least one congested switch inside. PPFC

would try to recover using a negative feedback

backward control loop to quickly decrease the source

transmission rate. A switch is defined as stable if its

buffer is not nearly empty or full. A switch in this

‘‘best area’’ holds enough buffers and always has

cells to send [15]. To keep all the switches in a

system running in such a best area is a major

concern for any flow control algorithm. Hence,

PPFC defines two queue length thresholds, which

determines if the switch is idle, stable, or congested.

However, as we observe from many experimental

results, the variation of queue length is quite wavy.

Therefore, single-threshold-type separation will cause

the switch to change status too frequently while

approaching this threshold. We then define threshold
Fig. 1. System and its components.
bands Qh={Qhh,Qhl} and Ql={Qlh,Qll}, which

denote the higher and lower sets of thresholds,

respectively. The values of these thresholds always

have the order of Qhh>Qhl>Qlh>Qll as shown in Fig.

2. While the original switch state is idle and the

queue length is getting larger than Qlh, then change

the switch state as stable. While the original switch

state is stable and the queue length is getting smaller

than Qll, then change switch state as idle. By similar

way, while the original switch state is stable and the

queue length is getting larger than Qhh, then change

the switch state as congested. While the original

switch state is congested and the queue length is

getting smaller than Qhl, then change the switch state

as stable. In this way, the wavy variation of queue

length will not change the switch status too fre-

quently. Of course, the choice of these values sig-

nificantly influences the system performance. Lai

and Lin [15] suggested a good way to choose these

thresholds, however, they still considered only dou-

ble states.

Although switch states can be determined simply

by comparing the current queue length and thresholds,

longer transmission delay, i.e., propagation delay and

queueing delay could cause SES not to respond

immediately. This will result in a higher cell loss rate,

lower utilization, and more demand for the buffer

space. Therefore, we designed a simple technique,

namely, state early detection (SED) to reduce the

impact of various network delays. SED uses the

variation in queue length to gain the information of

the current tendency of the switch states. A switch,

which supports SED, would periodically record its

current queue length and the last queue length. We

then define:

DQðiÞ ¼ QðiÞ � Qði� tÞ:



Fig. 4. Operation for underloaded system.
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Here, Q(i) denotes the queue length in time i and

t denotes a small time interval. If DQ(i) is positive,

then the input rate is larger than the output rate

during most of the past time period t. Even if a

switch is idle, since its queue length seems to be

growing, it will eventually leave the idle state and

the action of increasing rate will be stopped soon.

Conversely, if DQ(i) is negative, the input rate is

smaller than the output rate during most of the past

time interval t. Even though a switch might be con-

gested now, since the queue length seems to be

shrinking, the congested situation will finally be re-

lieved and the action of decreasing rate will be

stopped soon. As well known, it is difficult to

predict the tendency of the switch states, since Q(i)

would change rapidly within a short moment in high-

speed networks. Thus, switches have to also react

rapidly to keep its buffer from being emptied or

overloaded. To achieve this goal, the control algo-

rithm needs to know the tendency of Q(i) within the

next time period, t, to have proper reactions. SED is

just designed to predict Q(i + t) by Q(i) and DQ(i).

Because the time period t is very small, it can roughly

predict the tendency of Q(i) within the next time

period t. According to the results of SED, if there is

a large probability that the switch state will change

then an early action will substantially reduce the

variation of queue length. In Ref. [16], an exponen-

tially weighted average queue length is employed to

predict a switch state. Actually, much earlier informa-

tion has little influence on the tendency of switch state

while the network environment is changing rapidly.

So, a simple SED is good enough for the control

mechanism of ATM ABR traffic to act in advance.

For the control mechanism, PPFC uses both

positive and negative feedbacks, named as bipolar

feedback, to control the source transmission rate.
Fig. 3. Operation for stable system.
The source transmission rate will remain unchanged

without receiving any feedback. The positive feed-

back on the control loop, which extends forward

from SES to DES and then back to SES, will

increase the transmission rate. The negative feedback

on the control loop, which spans backward from a

congested node to SES, will decrease the trans-

mission rate. Cells are originally transmitted from

SES with the EFCI bit cleared. Intermediate

switches will mark this bit, if they are non-idle, or

going to leave this state soon, i.e. DQ(i)>Ti, where Ti
is a positive integer, called increment threshold,

which is used to indicate the strength of queue

growing. DES would periodically check the EFCI

bit for the cells received in this cycle. If any one of

the received EFCI bit was marked, DES will not

initiate any further positive feedback and the trans-

mission rate will not increase, since it was notified

that the system is not underloaded or going to leave

this state, as shown in Fig. 3. Conversely, DES

recognizes that the system is underloaded. It then

generates a positive feedback to SES in the form of

an ATM RM cell with CI = NI = 0. The SES

increases its transmission rate upon receiving the

RM cell with CI = NI = 0 if the system state is

underloaded, as shown in Fig. 4. This control loop

is the forward positive feedback. Moreover, a con-

gested switch not only continuously marks EFCI bits

on passing cells to restrain positive feedback, but

also periodically generates negative feedback by

sending an RM cell with CI =NI = 1 back to the

SES until the congestion is relieved or going to be

relieved, that is, DQ(i) < (� Td), where Td is also a

positive integer called decrement threshold, used to

indicate the strength of queue shrinking. The SES

immediately decreases its transmission rate upon

receiving the RM cell with CI =NI = 1, as shown



Fig. 5. Operation for overloaded system.

Fig. 7. Functional block diagram of PPFC for end stations.

Fig. 6. Functional block diagram of PPFC for switches.
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in Fig. 5. In PPFC, we adopt a linear-based rate

regulation mechanism that can fairly adjust trans-

mission rate rapidly in most network environments.

Traditional exponential rate regulation changes the

transmission rate very rapidly, and it thus works well

only in the network environment with large variation

of flow rates. It can be even worse while it is used

in the network with a larger delay-bandwidth prod-

uct [16], such as a wide area network (WAN) or

high-speed network. So, in PPFC, the new ACR is

computed as follows:

ACR ¼ minðACRþ ðPCR�MCRÞ

� K%; PCRÞ if it needs to be increased

ACR ¼ maxðACR � ðPCR�MCRÞ

� K%;MCRÞ if it needs to be decreased

where K is the multiplicative ratio of the difference

between PCR and MCR. The choice of larger K

works well in the network environment with huge

variation of flow rates. For mild environment, the

network administrator can choose the ratio to be

smaller. Also notice that, SES is not confused by

the positive and negative feedbacks, since the CI bit

and NI bit can be used to identify the type of

feedback. Additionally, switches send non-idle sig-

nal to SES when their states change from idle to

non-idle. The signal, carried by RM cell with CI = 0

and NI = 1, is used to notify that the switch is no
more idle and the system state should be set as

non-underloaded. Hence, SES should reject any

positive feedback. Conversely, when the switch

state change from non-idle to idle, an idle signal

carried by RM cell with CI = 1 and NI = 0 is sent to

SES to indicate that the switch is idle. If all

switches on one virtual circuit are idle, then the

system state should be set as underloaded. There-

fore, any positive feedback should be properly

processed. The following are the corresponding
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PPFC algorithms for SES, DES, and the switches.

Symbolic constants of PFB_INTERVAL and NFB_IN-

TERVAL are two time-constants, which denote the
time interval between each positive feedback and

the interval between each negative feedback, respec-

tively.
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Most flow control schemes define two states.

Therefore, the transmission rates will be frequently

adjusted in these two-state algorithms. PPFC defines

one additional stable state, which will try to hold the

transmission rate fixed. Therefore, the ATM system

controlled under PPFC tends to be less wavy, since the

transmission rate remains unchanged if this system is

stable and is adjusted only if this system is overloaded

or underloaded. Additionally, ACR in PPFC is pas-

sively controlled by positive and negative feedbacks,

which will increase and decrease the transmission rate

when the system is under- or overloaded, respectively.

This design makes the system under PPFC have a

lower ACR and buffer-length oscillation. Even if the

system suffers from feedback loss or feedback delay,

the ACR remains unchanged. This makes PPFC more

defensive against feedback loss or feedback delay even

in extremely congested environments. This is because

ACR is never automatically increased to make things

worse like other flow control schemes using a negative

feedback strategy. As to the fairness of PPFC, avail-

able bandwidth is fairly assigned to each connection

by the following criterion. Let the available bandwidth

left for ABR service is btotal and the minimum required

bandwidth for each connection i(1 < i < n) is MCRi.

The remaining bandwidth bleft = btotal�Si =1
n MCRi is

then further assigned to each connection by the pro-

portion of their allowed rate range, i.e. PCRi� MCRi.

Thus, in PPFC, the real peak cell rate each connection i

can obtain is bi =MCRi+(PCRi�MCRi)�R, where R

is computed based on the above-mentioned rules and is

a decimal between 0 and 1.
3.2. Implementation

The implementation of the PPFC architecture on

ATM switches and end stations is shown in Figs. 6

and 7. In the diagram of intermediate switches, cells

come in from a certain link connected to a port

handled by the switch fabric. Cells are then forwarded

to another port based on the switching table. For the

outgoing cells, they are passed to the congestion

recognizer (CR) and output buffer simultaneously.

The CR checks the EFCI bit on the header of the

arriving data cell to recognize whether the congestion

notification is tagged or not. This result would then be

sent to the backward feedback controller (BFC) and

stored. The state detector (SD) with SED support

monitors the queue length to make decisions for

positive and negative feedback control. If the SD

determines that the switching port is non-idle or going

to leave the idle state, it will notify the header handler

(HH) to mark the EFCI bit on the data cells that are

going to leave the port. If the SD determines that the

port is congested and not going to relieve, it would

not only notify the HH but also notify the BFC. The

BFC then periodically makes the feedback generator

(FG) to generate a negative feedback to the SESs on

all of the input VCs corresponding to the port whose

data cells have EFCI = 0 until the congestion is

relived. This negative feedback is carried by RM

cells with CI =NI = 1. They are multiplexed with other

cells reaching the port from the physical links. The

cells then go into the switch fabric for transmission.

Note that the negative feedback is not sent to all VCs



  

  

Fig. 8. Network topology for the simulation.
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but to selected VCs with unmarked EFCI bits. This

would avoid multiple negative feedbacks from differ-

ent congested nodes to the same SES. To support this

feature, an extra bit should be added to the switching

table to identify the EFCI status for each VC. The bit

is controlled by the BFC, since the EFCI status is

directed to the BFC by the CR. The ATM switch

should support multicasting, which is out of the scope

of this paper.

In the end station diagram, cells entering ATM

layer are first handled by the congestion recognizer

and cell splitter (CR/CS), which checks whether the
Fig. 9. ACR for BECN.
congestion notification is tagged onto the data cell. In

the mean time, it also identifies the cell types. If a data

cell arrives, CS then transfers the data cell to the ATM

adaptation layer (AAL). Furthermore, the EFCI bit of

the cell is directed to the forward feedback controller

(FFC), which would periodically check the status of

the EFCI bits and decide if a positive feedback should

be generated by making the FG generate an RM cell

with CI =NI = 0. If the incoming cell is an RM cell,

CS transfers this cell to the RM checker (RMC),

which can recognize the CI and NI bits on RM cells

and inform the rate regulation controller (RRC) to
Fig. 10. ACR for PPFC.



Fig. 13. Number of lost cells in switch 2.Fig. 11. Buffer occupancy in switch 2 for BECN.
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adjust the transmission rate by controlling the output

function (OF). Cells from the AAL will be transmitted

at the rate controlled by the OF.
4. Simulation results

To evaluate the performance of PPFC, a lot of nu-

merical experiments were made. We considered two

different situations: the first involved no feedback loss,

whereas the second situation involved a 5% feedback

loss. For the purpose of comparison, BECN was

chosen, since it has better performance than FECN.

The simulation results show that the PPFC algorithm

gives better throughput and a lower cell loss rate. Some

of these results are described in the following.
Fig. 12. Buffer occupancy in switch 2 for PPFC.
The simulated network topology is given in Fig. 8.

There are three ABR traffic source stations (S1, S2,

and S3) and the corresponding destination stations

(D1, D2, and D3). The MCR and PCR of these

sources were set to 1 Mbps and 100 Mbps, respec-

tively. The K is set to 10%. Each end station was

connected using 100 Mbps links to one of four

intermediate switches with a buffer size of 250 cells.

Although the fixed link bandwidth is adopted in most

of the earlier work, we employed variable link band-

width in this simulation in order to emulate a net-

working environment in the real world. In this

simulation, we assumed that the ABR in the link

between switches 2 and 3 would vary randomly from

1 Mbps to 100 Mbps. This is because the remaining

bandwidth left by CBR and VBR would never be a
Fig. 14. Total received cells in three DESs.



Fig. 17. ACR of S3.Fig. 15. ACR of S1.

C.-Y. Ku et al. / Computer Standards & Interfaces 25 (2003) 515–528 525
constant in a real system. Furthermore, we chose the

propagation delay at 1 ms for the link between

switches 2 and 3, and 0.5 ms for all the other links.

The single threshold for the queue length on the

BECN was set to 100, while Qh and Ql in the PPFC

were set to {110,100} and {60,50}, respectively.

First, we considered the feedback-loss-free envi-

ronment. The total ACR in the three source end

stations is shown in Fig. 9 for the BECN and in

Fig. 10 for the PPFC. The ACR of PPFC produced

better convergence to the ABR than the BECN did.

This also resulted in lower buffer oscillation in the

congested switch 2 for PPFC, as shown in Figs. 11

and 12. Most of the time, the queue length for the

PPFC switch was kept below 250 cells because of

using fast negative feedback to avoid cell loss. ACR
Fig. 16. ACR of S2.
was raised using positive feedback to prevent an

empty buffer, which would reduce the utilization.

Fig. 13 illustrates the number of lost cells in the

congested switch 2. The proposed algorithm has zero

cell loss while BECN has 11,880 lost cells in about 2

seconds. The cell loss for the BECN comes from its

binary states and exponential rate regulation that

cause a larger ACR oscillation during transmission.

Fig. 14 illustrates the throughput measured by the

total number of received cells in the three destination

end stations. As shown, the proposed algorithm has a

higher throughput and lower cell loss ratio compared

to the BECN in the feedback-loss-free environment.

Additionally, to demonstrate fairness of PPFC, indi-

vidual ACR for three source end stations are shown in

Figs. 15–17, respectively.
Fig. 18. ACR for BECN with feedback loss.



Fig. 19. ACR for PPFC with feedback loss. Fig. 21. Buffer occupancy in switch 2 for PPFC with feedback loss.
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Next, we considered the networking environment

in which feedback may be lost. The variation of total

ACR in three source end stations and buffer occu-

pancy in switch 2 for BECN, and PPFC are shown in

Figs. 18–21, respectively. Additionally, Fig. 22 shows

the number of cells lost in switch 2 for both algo-

rithms. As can be observed, PPFC lost only 217 cells,

while nearly 10,958 cells were lost in the BECN. The

throughput for both algorithms is shown in Fig. 23.

As shown in the figure, PPFC still has better through-

put even though feedback loss occurs. Additionally, in

BECN, the DESs totally received 269,297 cells, while

exactly 10,958 cells were lost in the congested node

for BECN. That is, about 4.07% of the cells were lost.

These lost cells would cause some of the received

cells to be useless, since they corrupt the correspond-
Fig. 20. Buffer occupancy in switch 2 for BECN with feedback loss.
ing packets of the higher layer. Corrupted packets will

be retransmitted by higher layer protocols. This will

cause more cells to be retransmitted. Therefore, PPFC

also earns better goodput than BECN due to its low

cell loss ratio 0.07%.

From the previous results, we know that the

performance of PPFC is better than BECN if the

single threshold for the queue length on the BECN

was set to 100 and Qh and Ql in the PPFC were set to

{110,100} and {60,50}, respectively. However, as

described earlier, the values of these thresholds sig-

nificantly influence the performance of the whole

system. Therefore, in Fig. 24, we demonstrate the

variation of received cells and lost cells with the

choice of threshold for BECN without feedback loss.

From the results in Fig. 24, we observe that the
Fig. 22. Number of lost cells in switch 2 with feedback loss.



Fig. 25. Variation of lost/received cells with Ql and Qh for PPFC.
Fig. 23. Total received cells in three DESs with feedback loss.
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performance for BECN is very sensitive to the choice

of threshold. Although the smaller threshold decreases

the number of lost cells, the received cells also

decreases. In the experiment, BECN has the lowest

loss ratio of 0.000256 with 262,095 cells received on

the threshold of 14. As for PPFC, we also demonstrate

numerous experimental results of Ql={x, x+ 10} with

x = 10f95 and Qh={ y, y + 10} with y = 100f245, in

Fig. 25. We find that the variation of lost and received

cells with both thresholds is very small and most

results have very low cell loss ratio and high through-

put. In addition, some other choice of Qh and Ql for

PPFC will present better performance than that of

Qh={110,100} and Ql={60,50}. Not to mention, the

performance of Qh={110,100} and Ql={60,50} for
Fig. 24. Variation of lost/received cells with threshold for BECN.
PPFC is better than that of any choice of threshold for

BECN.
5. Conclusions and future work

In this paper, we proposed an improved rate-based

flow control algorithm, which controls the transmis-

sion rate effectively at the source end stations for the

ABR traffic on ATM networks. This algorithm

employs positive and negative feedback to control

the transmission rate. The transmission rate is

increased, decreased, or remains unchanged while

the system is underloaded, overloaded, or stable.

Additionally, we added state early detection to predict

the upcoming status of the switch. PPFC can therefore

control the transmission rate by making a look-ahead

observation. This algorithm also avoids the over-

regulation problem by using the idea of threshold

bands. We also proposed a design of architecture for

PPFC implemented on both ATM switches and end

stations. As shown, PPFC can easily be implemented

at low cost. Most importantly, the simulation results

show that this algorithm offers better throughput and a

lower cell loss ratio compared to BECN. Buffer

oscillation is relieved due to the controlled ACR in

our approach. Furthermore, PPFC provides excellent

defense against feedback loss, while the BECN per-

formance is significantly degraded by the lost cells.

We think that reducing ramp-up and cut-down time

may enhance the rate regulation framework in the
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proposed algorithm. In that case, throughput should

be increased even more.
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