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Dynamic Scheduling Framework on an RLC/MAC
Layer for General Packet Radio Service
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Abstract—in this paper, we present a traffic-scheduling frame- Ng et al.[11] have proposed a scheduling algorithm, referred
work that can dynamically allocate radio resources to a general to as channel-condition independent packet fair queueing
packet radio service (GPRS) mobile station (MS) based on the (CIF-Q), to solve the problem of location-dependent channel
interference levels of the radio links and the quality of service S . .. .
(QoS) specification of the MS. The underlying idea of this sched- €TOrs in W|re.less networkg by su§pend|ng transmission service
uling scheme is to preserve more bandwidth for use by those Of @ connection of a mobile station (MS) when the MS is in
MSs that are within a low interference region so that the limited a high BER region. To compensate for the service loss of the
radio resources can be used more effectively. In this scheme, anMS in a high BER region, the CIF-Q scheduling algorithm
MS uses a low transmission rate for data transfer when the MS is increases the service priority after the MS returns to a low

within a high interference region to avoid wasting bandwidth by . - . . L
transmitting data in a condition with high interference. In order BER region to fulfill its quality of service (QoS) specification.

to compensate for the service loss of the MS, we will allocate However, this suspension may cause long delays for the
more bandwidth to the MS when it is within a low interference  connection of the MS, because the duration that an MS resides

region. In addition, we also propose an analytical model that within a high interference region may be unpredictably long.
can be used to derive the transmission rate for an MS in a low 3 jany services, such as video transmissions, minor errors are

interference region based on the delay-bound requirement of the . . S .
MS. The performance results show that our dynamic scheme acceptable to the receiver-side applications, but a long delay is

can utilize the bandwidth more effectively to satisfy various QoS Not likely to be acceptable.
requirements of the MSs in the GPRS system without changing  In this paper, we propose a scheduling scheme at the

the convolution-coding rate. RLC/medium access control (MAC) layer of the general packet
Index Terms—General packet radio service (GPRS), loca- radio service (GPRS) specification [1], referring to it as a
tion-dependent channel errors, quality of service (QoS), traffic dynamic scheduling mechanism for mobile communication
scheduling. (DSMC). DSMC is a dynamic scheduling architecture that
can conform to a variety of QoS requirements in the GPRS
I. INTRODUCTION networks without changing the convolution-coding rate. The
) ) ) DSMC scheduling scheme, which is based on the self-clocked
T HE packet-sc_hedt_;lmg algorithm has been_StUd_IGd fedir gueuing (SCFQ) algorithm [5], can dynamically adjust the
many years in wired networks. However, in wirelesgeyice rate (weight) for a particular connection in accordance
networks, the fading characteristics of the wireless physiGglth the channel quality. It will use the low service rate when
channel may introduclecation-dependent channel erreasid, o MS is within a high interference (high-IF) region to reduce
thus, a logical connection of the radio link control (RLC) layepandwidth waste due to retransmissions, and use the high
(i-e., RLC connection) transported on a physical channel wilaryice rate when the MS is within a low interference (low-IF)
high fading may encounter a high bit-error ratio (BER). Aegion to fulfill the QoS requirements (e.g., delay bound and
high BER will normally result in retransmission traffic from|st ratio) of the MS. The high and low service rates are both

the sender, and retransmission traffic causes unnecessgfflyermined at connection setup time. Thus, the complexity of

long delays and wastes bandwidth. Therefore, the conventioggheduling algorithm in wireless networks can be reduced.

wired packet scheduling algorithms cannot be directly applied e rest of paper is organized as follows. In Section II, we

to the wireless system, since they do not adjust the service rgicribe the DSMC architecture and the scheduling scheme. In

of a connection according to the location-dependent BER.  gection 111, we derive the high service rate calculation analytical

model for DSMC scheduling scheme based on the interference
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Fig. 1. Functional blocks in a BSS. Fig. 2. Scheduling architecture in BSS.
slot in four consecutive time-division multiple access (TDMA)
frames. More than one time slot of a TDMA frame can be us&ystem (BSS) according to the delay boubd ;, and the
to fulfill the data transfer rate required for an admitted RL@iNIimum data ratéz,,, under a hypothetical interference model
connection of an MS [1], [2]. In addition, the backward erroff the MS.
correction (BEC) mechanism is applied in GPRS, in which the The interference model is based on a two-state Markov chain
receiver of a connection issues a selective automatic repwéth transition probabilities and3. These parametetsand
request (ARQ) to ask the sender to retransmit an errone@@ be collected from a user behavior profile and can be up-
block. The waiting time of a selective ARQ request may beated dynamically. Details about the algorithms employed in
long and, thus, may violate the delay bound of a packet. tie SR calculator are described in Section Ill-D. After receiving
the delay bound of a packet is violated, then the whole packbe 1z, from the SR calculator, the CAC controller can option-
becomes useless and the lagged blocks of this packet neeélipaccept, reject, or renegotiate with the MS. If the connection
be dropped. Hence, one of the goals of the DSMC architectugsgjuest is accepted, the CAC controller stores the parameters
is to reduce the retransmission times. (Ry,, Ry, m, e) to an Parameter database. The rate selector can
Fig. 1 shows the functional blocks of our DSMC situatethen select and send the current data fate the CCU associ-
at a base station. As shown in the figure, our DSMC consigited with the MS according to the interference level measured
of a number of channel codec units (CCUs) and a pacKet the interference monitor.
control unit (PCU) [2]. The functions provided by a CCU The DSMC scheduling architecture can be situated in a BSS
are the channel coding and the radio channel measurementhe GPRS networks and applied to either uplink or downlink
e.g., the quality—signal level received by an MS. The PCU iseansmission. According to the specification of GPRS, block
responsible for channel access control functions, e.g., acceassmission is classified into five scheduling priority levels,
request—grant, as well as radio channel management fumzluding four data priority levels and a signal priority level,
tions such as congestion control. The connection admissiwhich is the highest priority level [7]. The DSMC scheduling
control (CAC) controller in the PCU is responsible for tharchitecture follows the specification but includes a new data
channel access control related issues. An MS may issugr#rity level for the retransmission blocks. Fig. 2 shows the
connection request to the CAC controller by specifying its Qoa&chitecture of the DSMC scheduling algorithm. As shown in
requirement$D. ., R,, R.,), its priority levele, as well as the the figure, the DSMC scheduling architecture consists of five
number of blocksn to be transmittedD. ;. is the delay bound scheduling servers for data block transmission, one server for
required for the requested sessiomwith a priority of e on air each priority level. Each server is responsible for scheduling
interface,U,,,. R,, andR,,, respectively, denote the peak andiata blocks transmitting through a single packet data channel
the minimum data rates requested by the seskiolm other (PDCH). The highest priority levaP1 is for the retransmission
words, the MS requests that blocks of the sessioh should blocks and the lowest priority levaP5 is for the best-effort
be scheduled in a queue of priority levgland transmitted at a data blocks. BothP1 and P5 schedule data blocks in a
minimum rate higher thaf,,, or a peak rate not higher thdt), first-come-first-served order. However, the scheduling servers
before the delay bounf). ;. is reached. We use the minimumof priority levels P2—P4 adopt the SCFQ scheduling algorithm
data rateR,,, as the low service rate when the MS is within an scheduling data blocks of QoS specific connections. In other
high interference region. On the contrary, the peak dataftate words, multiple queues may exist in each priority e2—P4.
is not taken for granted as the high service rate when the M8&e queues with the same priority will be served in accordance
is within a low interference region. Instead, the high servicgith the SCFQ scheduling algorithm (to be explained later).
rate is determined by a simple calculation performed by thelt should be noted that the block requests of a particular pri-
service rate (SR) calculator inside the radio resource manageity could not be served until all the blocks of the higher pri-
The SR calculator determines the admissible peak data ratity have been served. Moreover, the transmission of a block is
(high service rateJz,, that can be supported by the base statiamonpreemptable.
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B. SCFQ Scheduling Algorithm the higher priority levels and an intrapriority delay resulted

. . from the SCFQ scheduling.
SCFQ is basically a packet-based general processor S.ha”nget us now consider the queue that a newly arrived block en-

Yers. Each preceding block of the newly arrived block will ex-

mechanism. The elimination of the virtual clock tracking ™. o e
. : : erience a priority delay and a block transmission delay when
mechanism from SCFQ makes SCFQ easier to implement 0n . . 2
; . e preceding block becomes a heading block. In addition, the
a high-speed network. In SCFQ, an arrival block request is

tagged with a service finish time (FT) before it is placed in newly arrived block will experience an intrapriority delay when

gueue. The service FT tag of a block request is computed frﬁmbecomes the heading block of the queue itself. Hence, the

the service time and the service starting time of the block sudheueing delay of a block is, thl.JS’.the summat|on. that the pri-
as ority delay and the block transmission delay experienced by all

preceding blocks, plus the intrapriority delay experienced by the

Block Length block. We will describe these delays in the following subsec-
FT = ‘Service Rate tions. Some of the notations we used in the follow analytical
+ max(FT of the tail block, FT of the serving block) model are summarized as follows.
L block length (bits);
The service starting time of the block can be the FT of the td#LERui—it block error rate when the block is transmitting
block of the queue if the queue is nonempty, or otherwise, it is within a high interference region;
the FT of the serving block. Moreover, the block requests amoBd-ERiow—ir  block error rate when the block is transmitting
the heads of the queues will be picked up to be served one by within a low interference region;
one in accordance with the increasing order of FT tags, and/fi—i stationary probability when the MS is within
a round-robin fashion if more than two heading blocks have the a high interference region;
same FT tags. Prow—it stationary probability when the MS is within
a low interference region;
(re )= low service rate of sessidnof priority ¢;
IIl. ANALYTICAL MODEL FOR HIGH SERVICE (re )™ high service rate of sessidnof priority ¢;

RATE CALCULATION (HD, )M~  heading-block delay of sessiarof priority e
~within a high interference region;
In this section, we present the analytical model that is used(HD. ;)'*¥~ heading-block delay of sessidrof priority e

the SR calculator for calculating the high service rate during the within a low interference region;

setup time of a connection with QoS specification, i.e., a cobe mean queue length of the sessioaf priority
nection having priority leveP2—P4. In order to determine the e

service rate, we need to first obtain the total delay of a blocl.,x mean queueing delay with the sessibrof
The total delay can be derived from the service discipline and priority e.

the input traffic. Due to the bursty nature of multimedia traffic

streams, we assume that a leaky-bucket regulator is situated ajnterpriority Delay

the network interface of the sender site to regulate the block re- ) o ] )

quest flow of each session. The leaky-bucket characterizatiodn DSMC, we classify data block transmission into five pri-

that results from the regulator will ease the analysis process B&LY classes and use a fixed priority discipline to serve these

cause a deterministic input rate can be formulated. five priority classes. Therefore, the heading block selected by
In the DSMC scheduling scheme, a newly arrived block 6If|e server of a particular level cannot be served until all blocks

a connection will experience three delays, including queuei%éthe sessions with the higher priority levels have been served.

delay, block transmission delay, and retransmission delay. T, © t'me that t.he. selected heading bloqk waits for th_e blocks
. . . " from higher priority levels to be served is called the interpri-

gueueing delay is the delay that a newly arrived block waits in i dela

gueue before the block can be transmitted. Retransmission deqapy Y-

is the delay to retransmit an error block. It should be noted that h this subsection, we derive an upper bounq fpr the interpri-
ontg delay. For convenience, we refer to the priority level under

we a]so_have a separate retransmission queue .With th? highg ussion as the priority. Let A, ;[t1,t2] denote the amount
priority in scheduling. In other words, a block is considere f blocks arrived to a sessionwi{c)h a briorityp during a time
as “served” by the SCFQ scheduler after it is transmitted, §Q .o (t1,12) andW,

) ».s[t1,t2] is the number of blocks served
matter successfully or not. Moreover, a block may experiengs. , cossions with a priority p during a time intervalt , ¢»).

a number of attempted retransmissions before it can be tragg-shownin Fig. 3, after thé — 1)th selected heading block has

mitted successfully. been served, thih heading block selected by the server of the
As mentioned previously, blocks of a particular priorityyriority ¢ may encounter an interpriority, which is the time pe-

cannot be served before all blocks with higher priorities afgyg (th,t2). Each sessiofiwith a priority ¢ higher thare must

served, and blocks from the queues of a prioritya--I4 are e served up within the time peridd, , ¢,). Thus, the amount

served according to the SCFQ algorithm. Therefore, a bloek traffic served during the time period}, t2), W, ;[t;, 2] is

at the head of a queue (henceforth referred to as a “headi#tgual to the amount of arrival traffic to the session during the

block”) may experience a priority delay, which, in turn, consist$me period(t1,t2), A, ;[t1,t2] = A, j[t1, ] + At.], asin (1).

of an interpriority delay caused by all block transmissions iHere,¢] is the epoch of the final time of serving tlie— 1)th
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Fig. 3. Higher priority session causes delay to the particular priority.

heading block selected from the priorityand At. the inter- that A; 1[¢1,t2] also conforms to the leaky-bucket constraint,
priority delay encountered by each heading block selected frand we rewrite the above inequality (4) as follows:
the priority e

Wg7j[tll./f/2] = Agd'[tl,tg], Yty > tll >t1, 11 >0. (1) Al,l[tlth] + Z Z Ag:j[t17t2]
g€h,g#1 | session jEg
Let H represent the set of all priority levels higher thaisum-

i 1) for all i f the priorities H, h th N "
ming up (1) for all sessions of the priorities i, we have the <A t-t)+ Y ST At —t)

following inequality: senzi | et

Vto > t) > t1, t1>0. (5)

Wy ilth o] | = Agjlta,t
Z Z gl te] Z Z g.altrte] Let Pui_i¢ represent the stationary probability aBBEER ;i
gE€EH |session jEg gE€EH |session jEg . oy .
Vi Vs h>0 (2 represent the block error rate that the MS is within a high-IF
2>l >, 2 region; let Pr._ir represent the stationary probability and
The traffic A, ;[t, ¢ + 7] during a time periodt, ¢ + 7) has BLER.—_if represent the block error rate that the MS is within
an upper bound since the DSMC scheduling architecture use/gW-IF region. We can derive the equation fo ; (t> —¢1) as
leaky bucket to regulate the flow of each session [8]. A%t () shown in the equation at the bottom of the page. By combining
denote the upper bound df, ;[¢, ¢+ 7]. We have the following (2) and inequality (5), we can obtain the following inequality:
inequality according to thieaky-bucket constraineenvelope

function [8]: Z Z W, ;lth, ta]

Ag;j [t,t + 7'] < A;,j(T) =04+ Pg,j -t gEh |session jEg

Vt>0, Vr>0. (3) . .
< A1,1(t2 —t1) + Z Z Agﬂ-(tg —t1)
whereo ; is the leaky-bucket size ang ; is the token arrival gEh,g#1 | session jEg

rate for the sessiopof the priorityg. Therefore, from the above Vig >t} > t1, 11 >0.

leaky-bucket constraint, we can derive the following inequality: ) ) )
Finally, let C; denote the link capacity of the radio band

(channel)i, and then we can obtain the following inequality by
S DD Agltatad| <> | Y. Api(ta—t1)|  applying the inequality (3)

gEH |session j€g gEH |session jEg
. At, < A¥ (At. + I
Vt2 > tll > t17 tl >0 (4) Cz X te - 1’1( te tl tl)

Since the retransmission of data blocks has the highest pri- Z Z oij+pij X (Ate +1, — 1)
ority and there is only one retransmission queue, we can denote g€h.g#1 | session jeg ’ '
the arrival traffic to the retransmission queue during the period Vie >t > t, 1 >0. (6)

(t1,t2) @s Ay 1[t1,t2]. The retransmission traffic is the aggre-
gated traffic of the retransmission of all sessions. By observikgom the above inequality, we can calculate the maximum value
the system over a substantially long period of time, we can fird At..

Araftr,to] < AT (t2 — 1) =L x

Z Zsessinn jEs O'S’j + f)s7j ) (fz -
L

t1)
X BLERi—ir X Pri—if

s€{data priorities}

+ Zsession JEs Usvj + ps;j : (tZ -
L

t1)
X BLERiow—if X Prow—if
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B. Intrapriority Delay As a consequence, the mean queueing delayfor the session

The intrapriority delay is delay contributed from the SCF(5 with a priority ¢ can be calculated as
scheduling delay. It is the delay that a heading block of a session _ [ Pek HD. ow—if . p _
waits for the heading blocks of some other sessions with the We.k = [T] [(HDc ) " Low=if

same priority to be served. Following the results presented by + (HD )M Py )2
Golestani [6], we can derive the maximum intrapriority delay L
of the heading block of a sessiémwith priority e as(|r.| — 1) - le] - Ate + ([ = 1) & (10)

(L/C;), whereC; represents the capacity (bps) of link (band)
i, ke represents the set of backlog sessions for priarjitand ~ However, we did not use mean queueing delay directly as
|| represents the number of backlog sessions in the priaritythe queueing delay of our analysis because a data block may
arrives to a session in an interference state (region) and be served
in another interference state. The mean queueing delay is not
precisely enough to represent the queueing delay. However, we
A heading block will encounter an intrapriority delay, an incan use the mean queueing delay to derive the probability of the
terpriority delay, and a block transmission delay of its own. Thaterference state that an MS may stay as described in the next
heading-block delay, denoted as HD, for an MS depends on theéhsection.
transmission rates and can be derived as (7) or (8), respectivelyl) Interference Model:We assume that the general interfer-
for an MS within a low-IF region or within a high-IF region  ence model is an interrupted poisson process with transition
probabilities ofa and 5. Hence, the duration that an MS is

C. Heading-Block Delay

(HDe k)" = [ie| - At + (Jie| — 1) within the low-IF region or the high-IF region can be repre-
L n L ) sented, respectively, by an exponential distribution e=**,
C;  (re)low—if denoted ad.(t), or 1 — e~#*, denoted byH (t).
(HD )M = |io] - Aty + (Je| — 1) The interference state in which a block is served is determined
" L I, by the starting state and the waiting time of the block. Therefore,
" + W (8) we use an alternating renewal process to calculate the proba-

bility of the interference state in which a block is served. In
where(r, )i and (r. ;)H~if are the service rate (bps) ofthis alternating renewal process, the block waiting time can be
sessiork: of priority e, i.e., the high and low service rate, withindivided into several renewal intervals. A renewal interval con-
low-IF region and high-IF region, respectively. The item of th&lSts of two exponential distributionfs(t) and H (#). Let F'()
further right-hand side in each of the above equations represeifisth® convolution sum of(¢) and H(t). We use the nota-

the transmission delay of the heading block of the segsigith 10N P (W) to represent the probability that a block with
the priority e. a waiting timeW arrives when an MS is within a low-IF re-

SinceAt, is likely to be brief under the control of the leaky-9ion and is served when the MS is within a high-IF region.
bucket regulator, HD is relatively small compared with the medrP!lowing the same convention, the notations of probabilities
i i : : : LIS (W), P (W), and Py (W) should be self ex-
duration that an MS will stay in an interference region. There-Ls » I'Hs ' HS

fore, we have assumed that the interference condition will n@jgnatory. These four probabilities can be derived from

change during a heading-block delay. Plv=it (W) — [1 — L(W))]
LS -

. W’
D. Queueing Delay +/ [1— L(W —y)|d
The queueing delay of a data block is the time that the block - 0 ow i -
waits until the block is selected for transmission. Clearly, a data s ~ (W) =1 — P& " (W) Py " (W) = [1 — H(W)]

block newly arrived to a queue cannot be served by the cor- w e
responding SCFQ server until all the proceeding data blocks +/ [1—HW —y)ld Z F(y)
in the same queue have been served. Therefore, the queueing i 0 n=1

delay of a data block includes the time that the block waits forPia (W) = 1 — Pg ™ (W). (11)
it to become a heading block itself, plus the interpriority and in-

trapriority delays that the block encounters when it becomed?&fer to [10] for the derivation of (11).
heading block. 2) Normal Delay of a Newly Arrived BlockBoth the

Letb. ;. represent the mean queue length of a sesisieith MS-terminated downlink data block and the MS-originated

a prioritye. Then from Little’s result [9], the mean queue length/Plink block transmission requests may arrive at an SCFQ
encountered by a newly arrived data block is equal to the bloBk€u€ when the MS is within either a low-IF region with a
arrival rate multiplied by the mean heading-block delay tim@robability P i or a high-IF region with a probability

The calculation Of;e . is described as Py;—i¢. Moreover, a block may be served when the MS is within
K a high-IF region or a low-IF region. Therefore, the normal
7 Pek low—if delay of a newly arrived data block, as shown in Fig. 4, is equal
be = [——I . HDP - P ow—i T ;
ok 7 | [(HDew) Low=if to (b + 1) - HD, , whereHD, ; can be(HD, ;)"o"if,

+ (HD, )™= Py ). (9) or (HD.,)"~f. By using the above (11), we can obtain the
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Fig. 4. Transmission of a block.

; . . Fig. 5. Simulation architecture.
normal delay(ND. ;) of a block with a mean waiting time of 9 imuiat ectu

We, 1 s follows: . ) ) )
1) High Service Rate of a SessioBy summing up the

ND., normal delay (12) and the retransmission delay (13) of a newly
’ = ow—i ow—if/ — arrived block, the SR calculator can calculate the total dela
= Prow-it- [(be’]f +1) - (HDcg) . f.. g 4 .f(we’k) (TD. 1) for a newly arrived block in a sessidnwith a priority Y
+ (bek + 1) - (HD )M - PR (e )] e. To simplify the calculation of the high service rate of a
+ Pai it - [(be g + 1) - (HD, )" . PESE (13, 1) session, we assume that the low service rate of a session when
4 (boy +1) - (HD, )low=if . Pﬁf’g"‘if(we_k)]. the MS is Wlthll’.I a hlgh—IF_reg|on to be a predefined value.
’ ' ’ The value of this low service rate can be chosen by a user
(12) o . : e
application in accordance with the required characteristics of
the media stream used in the application. For example, the low
o service rate can be assigned as the minimum tolerable decoding
E. Retransmission Delay rate of a Motion Pictures Expert Group (MPEG) video stream.
A data block may need to be retransmitted several times belf we assume that a sessi@nwith a priority e has a QoS
fore it can be transmitted successfully. Since the BEC meclspecification forn block transmissions with air-interface delay
nism is adopted in GPRS, each retransmission consists of ta@undD. ;, then the SR calculator can calculate the high ser-
delays, the waiting tim&, of a selective ARQ request, and thevice rate of the sessiahwith a priority e under the constraint
retransmission timd,., as shown in Fig. 4. The transmissiorof the inequality
of a data block and the retransmission of this block may occur
in either interference condition. In other words, a retransmis- TDek < De/m. (14)
sion cycle may start and end in either interference regionALet
denote the mean retransmission delay starting from a low-IF re-
gion, whereas3 denotes the mean retransmission delay starting IV. SIMULATION RESULTS
from a high-IF region. Hence, we can describe the mean re-n this section, we present the simulation we conducted to
transmission delayd andB by two crossecursiveequations, evaluate the performance result of our proposed method. The
as shown below. As a consequence, the retransmission del@hitecture of the simulation is shown in Fig. 5. Instead of

(RD, %) of a block can be obtained as showing the sessions in all priority levels, we focus our discus-
) sion only on a particular priority level. In Fig. 5, we assume

A =BLERjw—it {(T. + T,) + A- P/ (T, + T) that there are five active sessions in the particular priority level

+ B - PpN(T, + 1)} under discussion. The input model of our simulation consists of

hi—if two concatenated parts: the data-traffic generation part and the
B = BLERy—it {(Ta + 1) + B Prs™ (T +1T7) regulator part. A two-stateofy andorF) interrupted Bernoulli
+ A PRYTN(TL + 1)} process model with parametd?s_ » andPr_o is used to gen-
RD. . — P LA prow—ie (o L erate the input data stream in the datg-traffi_c generation part. The
ek Low—if LS We,k + (o p)low =it regulator acts as a leaky-bucket policer with parameters),
’ I >} whereo is the leaky-bucket size in bits andis the token ar-

+B- Pfé_if (we,k + rival rate in blocks-per-timeslot (bpt), to regulate the input traffic

o g )i : : !
( ik) smoothly to each session. Without loss of generality, we mea-
+ Pt - {B . phi-it <we,k + ﬁ> sure the simulation results for the sessions of the priority level
(re.r) four in our simulations, that is, there are three higher priority
1 A. plow—if <w .+ L )} levels existing in the DSMC schedulers, one for retransmission
HS ‘ (re,r)tow—if and two for data priority level’s transmission. The number of ac-

(13) tive (ON) sessions in each of the two higher data priority levels
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follows the Binomial distribution. For the two higher data pri- '8 .
ority levels,o andp of the leaky-bucket policers are all fixed at 16 e e T
800 b and 1600 bpt, respectively. Furthermore, the block sizei |, | : /_/.'_naxw
fixed at 500 b, close to the size of a block in GPRS. O /

The interference model (IF-model) in our simulation modelg ﬁj'zl‘;ﬁg ’/
is based on a two-state Markov chain with interference state = 10 eDSMC R
transition probabilitiesr (low to high) andg (high to low). We § 8| -/-,-’-- ---------------------
assume that the interference state-transition probahility0.1 £ ¢ - _ o -
andg = 0.9 within a cell. The scheduler periodically checks the = T s, . AT
interference state associated with an MS to decide whether tt~ * | *3- - =% 5=~ T ot T
high or low service rate should be used for a session of the MS 2 [ 260270 282 e
Without loss of generality, we assume that the average BERs i
high- and low-IF regions are0—3 and10~°, respectively, in a 0755 1009 1352 1801 2275 2747 2946 2989
GPRS cell. Mean arrival rate per session (blocks/Timeslot)

We compare the performance results of three scheduling _
schemes, the SCFQ scheduling scheme, the CIF-Q schedufil§g8: Comparison of mean delay.
scheme, and our DSMC scheduling scheme, in terms of mean, ,
delay, mean number of retransmissions, block dropping ratic
and remaining capacity. In the simulation, the arrival rate of the ,
input traffic to a session could be adjusted by varying the arriva«gz'0

peak rate and the leaky raje Normally, the performance &
difference of the scheduling schemes is not clear in a SyStelgle
under light load. Therefore, we use high peak and leaky rates 1%
obtain the arrival rates of a session to observe the performani s,
results when the system is heavily loaded.
In the simulation, we generate a new connection service re §
quest once a session is served and run the simulations for=°>
long-time to obtain the steady-state results. The low service rai
of the DSMC scheduling scheme is set to 500 bpt for all ses o0
sions. The high service rate for a session is computed accordir 0755 1009 1352 1801 2275 2747 2946 2989
to the inequality (14) when a new session service request c. Mean arrival rate per session (bpt)
the session is being issued. For the SCFQ scheduling sche i
the service rate for each connection is fixed to a value deter-
mined, when the request of the connection is being issued, fro  20%
the delay bound and the amount of data to be transferred fc 4, [.................. R . -
the connection. Similar to the SCFQ scheme, the CIF-Q schei O o r
uling scheme uses an initial service rate for a connectonwhe B /
the connection is being established. However, instead of usir ;' | F’*"?“f" e
a fixed service rate for all blocks of the connection, the CIF-C? 12% | e [
scheduling scheme suspends the service of the connection wk & 10% 4
the connection is in a high-IF state, and increases the service p% 8% froeomeeeees e /
ority of the connection when the connectionreturnstoa low-1f% , + .
state. o , // , N
Figs. 6-9 show the comparison of the above three schedulir P
schemes in terms of mean delay, mean number of retransmi e e
sions, block-dropping ratio, and remaining bandwidth capacity % —** : ' ' ' '
. . . 0.914 1.204 1.621 ° 2.159 2.703 3.191 3.353 3.389
respectively. TheX -axis in each figure represents the mean ar- Mean arrival rate per session (bpt)
rival rate of the input traffic per session in the priority level four.
Fig. 6 shows that the SCFQ scheduling scheme has the wdigt8. Comparison of block dropping ratio.
mean delays among the three scheduling schemes. This long
delay of the SCFQ scheme is due to the excessive numbemnagsion because the duration of a high-IF region may be un-
retransmissions, as can be seen in Fig. 7. Fig. 7 also shows firatictably long. Therefore, we can observe from Fig. 6 that
the mean number of retransmissions for the CIF-Q schedulititge DSMC scheduling scheme has lower delays than the CIF-Q
scheme is slightly less than our DSMC scheduling scheme. Thizheduling scheme. We may conclude that our DSMC sched-
is because the CIF-Q scheduling scheme suspends the senitgy scheme is more robust in terms of guaranteeing shorter
when an MS is within a high-IF region, and thus, there are rielays.
retransmissions in the high-IF regions. However, as mentionedrig. 8 shows the comparison of the block-dropping ratio
before, this suspension may cause long delays for the data traammeng three schemes. In the simulation, a whole block is

num

Comparison of mean number of retransmissions.

. N - 1.18%
2% 6o 0.83% f
"1 o02% 0.47% 069 S

0% Hr t r w09
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120%

needs to dynamically adjust the weights of the heading block
of each active session according to the interference state of the
0% mes  gram sneon active sessions. Therefore, the time complexity of our DSMC
scheduling scheme is dominated by the above weight-adjusting
process, and has a time complexity(in). The algorithm com-
~ e 7 B plexity of the CIF-Q scheduling scheme(Xn logn), and can
,,,,,,,,,,,,,,,, N ceeeeioo| — ®=SCFQ |- .
S§ F‘, sera | be found in [11].
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VI. CONCLUSION AND FUTURE WORK

~~ 20.21% 18.89%

20% oo T e In this paper, we have proposed a DSMC scheduling archi-
tecture that can adjust the service rate of a connection according
o% to the interference condition of the connection. The DSMC ar-
T e arival ate per session (gt chitecture, instead of changing the convolution-coding rate, has
the advantage of avoiding unnecessary retransmissions that may
Fig. 9. Comparison of remaining bandwidth capacity. occur when an MS is within a high-IF region. It should be noted

that the DSMC scheduling scheme determines the service rate of

. : o . a connection at the setup time of the connection. From the sim-
dropped if the block cannot be transmitted in time to fUIfIIﬁlation results, we find that the DSMC scheduling scheme not

the delay bound. The curve of the SCFQ scheduling schem can guarantee the delay bound and block-dropping ratio,

. . . n
rises up at 2.703 bpt. This phenomenon is because the Sysg%q){also can utilize the bandwidth more efficiently. However,

|s_sa_turated by the_ retrgnsmlssmn and high priority data tra?ﬁfther research is need to determine whether the high service
mission around this point and the data blocks of the session

. o : o - | lcul rdin h havior profile of
with priority level four cannot be transmitted in time to fulfill dfe could be calculated accord g to the behavior profile o

the delay bound. Similarly, the block-dropping ratio in th MSs, since the interference state changes are highly dependent

CIF-Q scheduling scheme is higher than the DSMC scheduli?r%a the behaviors of MSs.

scheme since the CIF-Q scheme suspends data transmission of
an MS when the MS is within a high-IF region, thus, causing REFERENCES
the delay bound to be violated. We may conclude that our[1] JC Caiand D. Gooldrgaﬂ,“Geggragpaget ragéo service in GSEEE
: ommun. Mag.vol. 35, pp. 122-131, Oct. 1997.
PSMC SChedu“ng schgme_oqtperforms the other two _SCheme GSM 03.64 Overall Description of the GPRS Radio Interface, Stage 2
in terms of guaranteeing limited losses. Moreover, since the =~ gTs) Standard v.7.0.0, 1999. . o
numbers of retransmissions have been reduced in DSMd3] V\Il Stalllngl's,ngfgSrl)?fed Networks: TCPI/IIP and ATM Design Princi-
P : - ples Englewood Cliffs, NJ: Prentice-Hall, 1998, pp. 325-330.
SCh_eme’ it utilizes the SySten_] bandwidth more_ e_ff|C|entIy. . 4] A.Demers, S. Keshav, and S. Shenkar, “Analysis and simulation of a fair
Fig. 9 shows the comparison of the remaining bandwidth ~ queuing algorithm,” iProc. SIGCOMM’89Austin, TX, Sept. 1989, pp.
capacity among these three schemes under various arrival rates 1-12.

: - ) - [5] S.J. Golestani, “A self-clocked fair queuing scheme for broadband ap-
of input traffic. From the figure, we can find that the curves of plications," inProc. IEEE INFOCOM'94 Apr. 1994, pp. 636-646.

CIF-Q and DSMC are almost identical. Both the CIF-Q and [s] —, “Network delay analysis of a class of fair queuing algorithms,”
DSMC scheduling schemes still have over 80% bandwidthm ggﬁ (J)ésé%leGCt- Afe?lsa Cokmﬂéu‘g{)'-é& Pp. %85'37'?—31;378?1 Aug. 3995-, ,

: : . eneral Packet Radio Service ; Service Description;
capacnylleft at 2.989_ bpt, whereas t_he SCFQ schedglmg Stage 2ETSI Standard v.7.0.0, 1999.
scheme is overloaded if the arrival rate is over 2.7 bpt. This is[g] R. L. Cruz, “A calculus for network delay—Part I: Network elements in
because both the CIF-Q and DSMC scheduling schemes do not  isolation,”IEEE Trans. Inform. Theorwol. 37, pp. 114-131, Jan. 1991.
waste bandwidth in inefficient retransmissions when an MS is[®! k,l af'el'g;c’fkbr?ulef_el'gg Systems Volume | TheoriNew York: Wiley,
within high-IF regions. Therefore, the CIF-Q and the DSMCJ10] s. RossStochastic Processeand ed. New York: Wiley, Mar. 1980,
scheduling schemes can serve more users than the SCFQ in % _Drpélt4—’\jll5l- o - Packet fai 4 aldorith

; : : : . S. E. Ng, |. Stoica, and H. Zhang, “Packet fair queueing algorithms

system Wlth the same bandWIdt.h capacity. However' the tlmél for wireless networks with location-dependent errors,”Hroc. IN-
complexity of the CIF-Q scheduling scheme is higher thanthat  Focomges, vol. 3, 1998, pp. 1103-1111.
of the DSMC scheduling scheme. We discuss the algorithm

complexity in Section V.

Jen-Shun Yangreceived the B.S. degree in elec-
tronic engineering from the Kuang-Wu Institute of
Technology, Taiwan, R.O.C., in 1987 and the M.Sc.
degree in computer engineering and science from
the Yuan-Ze University, Taiwan, R.O.C., in 1995. He
is currently working toward the Ph.D. degree at the
National Chiao-Tung University, Hsinchu, Taiwan,

V. ALGORITHM COMPLEXITY

The time complexity of the SCFQ scheduling scheme is tt
time complexity in selecting the highest weighted block amor
the heads of the queues. This selection can be dofélug n), RO.C.
wheren is the number of active sessions in the priority leve = From September 1995 to September 1996, he
under discussion. The selection of the highest weighted block was auﬁi‘;’ns:;g:hl_ aAbSOSri;ttgrfi‘;Si”J:;n_ggmunp#vnei‘r’;?;”
our DSMC SChedu”ng scheme is the same as that in the SCF&@\/an, R.O.C. His research interests include high-épeed networks, wiréless

scheduling scheme. However, our DSMC scheduling schemwmunication, and wireless/wireline networks integration.




IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 2, NO. 5, SEPTEMBER 2003

Chien-Chao Tsengreceived the B.S. degree in
industrial engineering from the National Tsing-Hua
University, Hsinchu, Taiwan, R.O.C., in 1981, and
the M.S. and Ph.D. degrees in computer scienc
from the Southern Methodist University, Dallas, TX,
in 1986 and 1989, respectively.

He is currently a Professor in the Departmeni
of Computer Science and Information Engineering
at the National Chiao-Tung University, Hsinchu,
Taiwan, R.O.C. His research interests include mobilr
computing, and wireless internet.

Ray-Guang Cheng (S'94-M'97) was born in
Taiwan, R.O.C. He received the B.E., M.E., and
Ph.D. degrees in communication engineering from
the National Chiao-Tung University, Hsinchu,
Taiwan, R.O.C., in 1991, 1993, and 1996,
respectively.

From 1997 to 2000, he was with Advance Tech-
nology Center, Computer and Communication Lab-
oratories, Industrial Technology Research Institute
as a Researcher. He was involved in the designing
of MAC and radio resource management (RRM)

algorithms for GPRS/W-CDMA systems. From 2000 to 2003, he was with
BenQ Mobile System Inc., Hsinchu, Taiwan, R.O.C., as a Manager of the
R&D Division and is involved in the Third-Generation UMTS Terrestrial
Radio Access Network (UTRAN) Project. In 2003, he joined the Depart-
ment of Electronic Engineering, National Taiwan University of Science
and Technology, Taipei, Taiwan, R.O.C., as an Assistant Professor. His
research interests include RRM algorithms of GPRS/W-CDMA systems and
asynchronous transfer mode (ATM) networks.

Dr. Cheng has been a member of the Phi Tau Phi Scholastic Honor Society
since 1993. He received the Best Industrial-Based Paper Award from the Min-
istry of Education, Taiwan, in 1998. He led the 3G Protocol Project and his
team was named Top Research Team of the Year by ITRI, in 2000. His team
also received the Outstanding Technology Prize from the Ministry of Economic
Affairs, Taiwan, in 2000.



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 


