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Abstract

In this paper, we use the fuzzy neural netw@RN) to develop a formula for designing the proportional-integral-
derivative (PID) controller. This PID controller satisfies the criteria of minimum integrated absolute @&y and
maximum of sensitivity ). The FNN system is used to identify the relationship between plant model and controller
parameters based on IAE amd. To derive the tuning rule, the dominant pole assignment method is applied to
simplify our optimization processes. Therefore, the FNN system is used to automatically tune the PID controller for
different system parameters so that neither theoretical methods nor numerical methods need be used. Moreover, the
FNN-based formula can modify the controller to meet our specification when the system model changes. A simulation
result for applying to the motor position control problem is given to demonstrate the effectiveness of our
approach. © 2003 ISA—The Instrumentation, Systems, and Automation Society.
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1. Introduction posed a tuning method based on the integrated er-
ror (IE) and maximum of sensitivityM ) for spe-
The proportional-integral-derivativéPID) con- cial model. However, this method cannot be

trollers are still widely used in process industries applied to high-order process. In this paper, we
even though control theory has been developed modify the ideas of10,11] and use the fuzzy neu-
significantly since they were first used decades ra| network system(FNN) to develop an FNN-

ago. There are many well-known Pl and PID tun- pased tuning formula of PID controller for general
ing formulas for stable processes that are suitable processes.

for autotuning and adaptive contridl-9]. Astrom To accomplish the specified performance, fuzzy
anthggfqund, In 19811" flrstt) progosed ha tunlngd controllers were proposed including a nonlinear
method for PID controllers based on phase an fuzzy PI controller with proportional gaifi2] and

amplitude spe_C|f|cat|onBS]. Then, Hoet al. pre- nonlinear fuzzy PID controllgrl3,14]. These non-
sented a tuning method for stable and unstable . .
linear controllers are not easy to implement be-

processeg5-9. In Refs.[10,11], the author pro- cause of the nonlinearity. In our previous papers

[4,15], we presented a tuning method that uses
ext. 427; fax: +886-3-4639355. E-mail address fuzzy neural networK FNN) syst'e.ms to tung the
chlee@saturn.yzu.edu.tw PID controller parameters efficiently. This ap-

MTel.. +886-3-5712121, ext. 54345; fax+886-3-  Proach enjoys the advantage of functionally map-
5715998 .E-mail addressccteng@cn.nctu.edu.tw ping the FNN, and gives better performance than
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whered denotes the external disturbance. Assume

that the process is modeled by ath-order pro-

cess with time delay

bps™+by_S" 14+ bys+ by
s"+a,_S" t+---+a;s+ag

—Ls

1)

Fig. 1. Block diagram of a simple feedback loop. Her_e' we aSS_umB>m' Here we assume process
(1) is stable, i.e., all poles of Eq1l) have a nega-
tive real part. For the PID controller, the transfer
function is given by

Gp(s)=

the result of 5-9]. Indeed, the proposed method is

valid for the general system and guaranteed the k;

stability of the closed-loop systeffil5]. As the GC(S)=k+§+de, (2
previous results, The FNN is capable of universal

approximation with high mapping accuragys— and the implementation is

19] and offers the following benefitl) the abil-

ity to learn from experience and adaptabilit®) a

simple learning algorithm, an(B) a high degree

of robustness and fault tolerance. Here, we will .

use the FNN to automatically tune the PID con- wheree=y,—y_, u, yr, andy are the controI_S|g-

troller parameters for a different model. nal, the set point, and plant output, respectively.
In this paper, we use the FNN to develop a for- Thus,

mula for designing the PID controller. This PID  1+G(s)G,(s)

controller satisfies the criterions IAE ami. The

u(t)=ke(t)+ kif e(t)dt+ kddz(tt) ,

FNN system will be used to identify the relation- ~ _; (ki Skt Kas)(BnS"+ b _sS™ * Do)
ship between the plant model and controller pa- S(s"+ap-1S" T+ +a) 3
rameters. To derive the tuning rule, the dominant (3)

pole assignment method is applied to simplify our
optimization processes. Therefore, the FNN sys- Herein, we adapt the second-order Paggroxi-
tem is used to automatically tune the PID control- Mation to replace the time-delay element, i.e.,
ler for different system parameters. The FNN-

2
based formula can modify the controller to meet _ 5 (Ls)
our specification when the system model changes e,Ls:a(S) _ 2 12 4)
(parameters or plant order varjeSimulation re- b(s) Ls (Ls)? "
sults are given to demonstrate the effectiveness of 2 " 12

our approach. o o
The arrangement of this paper is as follows. In Therefore, the characteristic polynomial is ob-

Section 2, we briefly introduce problem formula- tained as follows:

tion, dominant pole assignment method, and the _ ma ... A 2

FNN structure. Section 3 presents the proposed A(S)=(bpS™+ -+ byS+bo) (ki + Sktkqs”)

tuning formula using the FNN. Section 4 gives the Ls (Ls)?

simulation result. Finally, conclusions are summa- -5t =5

, ; . 2 12

rized in Section 5.

+s(s"+---+a;stag)

2. Preliminaries Ls (Ls)?
X| 1+ 5+

: (5

2.1. Problem formulation
It is clear that there ara+ 3 poles in Eq(5). For
Consider the feedback control system, shown in system to be stable, we should properly design the
Fig. 1, that composes a process and a controller,controller parameterék,k; ,ky) such that all roots



Ching-Hung Lee, Ching-Cheng Teng / ISA Transactions 42 (2003}4391 393
Region for A .
dominant poles R Jw
\\
unstable region
N
\\\
LN
T - >
<10 0
< > s
D e
,I
Reglon for X unstable region
insignificant poles

Fig. 2. Regions of dominant and insignificant poles in the complex plane.

of Eq. (5) lie on the left half of the complex plane. eters(k,k; ,ky) based on the above specifications
The purpose of this paper is to propose a method for the poles placement. In practical use, these sys-
that designs the PID controller satisfying stabiliza- tems are usually approximated by lower-order sys-
tion and performance index for different models. tems based on transient respofi2é]. Therefore,
That is, when the plant model is changed, then the in design, we can use the dominant poles to con-
PID controller varies to be a proper one by the trol the dynamic performance of the system. As in

FNN system at the same time.

Ref.[20], for design purposes, such as in the pole-

For system performance and robustness require-placement design, the dominant poles and the in-
ment, let us introduce the integrated absolute error significant poles, as selected by the designer,

(IAE) and maximum sensitivit [2]. The IAE
is defined as

IAE=JO le(t)|dt. ©)
The criterion IAE is in many cases a natural
choice, at least for control of quality variables.
The robust specifications usually include gain
margin, phase margin, and sensitivity. Herein, a
robustness measure for stability, the maximum
sensitivity Mg, is adopted. LeiM ¢ be defined as

L |
L+ Gp(jw) Ge(jw)|

@)

The typical values for the maximum value of the
sensitivity function are in the range of 1.3 14 2.

These two specifications are adopted to select the
proper parameters that results robustness and good

static-state response.
2.2. Dominant pole assignment method

Herein, the dominant pole assignment method
[2] is introduced by choosing controller param-

should most likely be located in the shaded re-
gions in Fig. 2. According to this method, for dif-
ferent models, the time responses of the closed-
loop systems with the same dominant poles will
have similar results. The remaining question is to
choose proper dominant poles. In this paper, the
dominant poles are set based on the IAE &g
criteria.

In the following, we briefly introduce the rela-
tion of dominant poles and PID controller param-
eters. Note that there are three tuning parameters
(k,k; ,kg) andn+ 3 roots in Eq.(5). Therefore, we
can assign three poles of the closed-loop system.
Thus, the other poles are obtained relatively. As-
sume the desired poles are

P1o=Wo(— o= jV1—{5)=weel (™7,

P3=—aoWwp,

(8)

wherecosy={,. For simplicity, we introduce the
quantitiesa(wg), b(wg), and ¢(w,) defined by

GP(WOej(Tf_r)) = a(Wo)ej ¢(W0)’

(9)

Gp(— aoWg) = —b(wp).
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The condition that?,, P,, and P; are roots of
Eqg. (5) is given as followd2]:

- b _
b aOWO _a0W0b
_l’_
—acos¢ M Woa cog ¢p— y)
Wo
in( ¢+
—asing w Woa sin(¢—y)
L Wo .
k 1
x| ki [=]1]. (10
Kq 0
Thus,
o a%b sin(y+ ¢)+bsin(y— ¢)+ apa sin2y
- ab(as—2aycosy+1)siny ’
(119
asiny+b[sin(y— @)+ agsing]
ki=—a0WO

ab(aj—2acosy+1)sin y(llb)

apgasiny+b[ agsin(y+ ¢)—sing]
woab(aj—2aycosy+1)siny

d=

(119

By the definition of the dominant poles, we have
to check the system’s stability and the other poles
are far from the dominant pole. Therefore, we use
the superposition principle to seletty,wg, @g)
and then design the PID controller by IAE and
Ms.

Remark 1. As in the above discussion, the process
is of order n with time delayL such that the
closed-loop system has+H3 poles. If the consid-
ered plant is of lower order without time delay, for
example, first order or second order, the domain-
pole properties is not obvious. Therefore, in this
case, we set the dominant poles tofbeand P,.

In Section 4, a motor position control is used as an
example to explain this case

2.3. Fuzzy neural network

The FNN is one kind of fuzzy inference system
[15-19. Herein, the FNN system is a static case
of the recurrent fuzzy neural networlRFNN)
[18]. A schematic diagram of the four-layered

Ching-Hung Lee, Ching-Cheng Teng / ISA Transactions 42 (2003}48%1

Layer 4
(Output nodes|

Layer3
(Rule nodes)

Layer 2
(Membership
nodes )

Layer 1
(Input nodes) |

Fig. 3. Schematic diagram of fuzzy neural networks.

FNN is shown in Fig. 3. The simplified fuzzy rea-
soning is briefly described as follows.

Given the training input datx,, k=1,2,..,n
and the desired outpyt,, p=1,2,..,m, theith
control rule has the following form:

R: If x, is Al and --x, is Al
theny, is wi and -y, is W,

wherei is a rule number, thag’s are membership
functions of the antecedent part, awg’s are real
numbers of the consequent part. When the inputs
are given, the truth valug; of the premise of the
ith rule is calculated by

pi=AL(X1) Ah(Xp) - AL (Xp).

Among the commonly used defuzzification strate-
gies, the simplified fuzzy reasoning yields a supe-
rior result. The output wherg, of the fuzzy rea-
soning can be derived from the following
equation:

(12

yp=2i Wpwi, p=12,.m, (13
where u; is the truth value of the premise of the
ith rule. The FNN system has total four layers.
Nodes in the first layer are input nodes repre-
senting input linguistic variables. Layer two has
membership nodes. Here, the Gaussian function is
used as the membership function. Each member-
ship node is responsible for mapping an input lin-
guistic variable into a possibility distribution for
that variable. The rule nodes reside in layer three.
The last layer contains the output variable nodes.
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More details about FNNs, convergent theorems, Procedure 1.
and the learning algorithm can be found in Refs. step 1. Consider the open-loop response of plant
[15-19. Also, the FNN used here has been shown
to be a universal approximator. That is, for any
given real functionh: R"— P, continuous on a
compact seK CR", and arbitrarys >0, there ex- .
ists a FNN systenF(x,W), such that||F(x,W) an:j sit th*e poles dB,(s) as the dominant poles
—h(x)||<e for everyx in K. (&0 ,Wo ,ag)-

As in the previous discussion, the FNN system step 2 Randomly choose  poles [Data

is used to find the mapping of the plant model and = (/L wl al), I=1,...N] from the desired ranges
controller parameters. Therefore, the FNN system a5 shown in the shaded region of Fig. 2, i.e.,

used is withn+m+2 inputs and three outputs,

k
— —sL
Go(8)= g1 a,+a;stagc

i.e., input variables(a,_1,...,20,bm,....bg,L) Q={(Zo.Wo,ap)|Wiel" "I+ R, elf

and output variablegk,k; ,ky). Details will be de- '

scribed in the following section. <wpel (" N<wiel(m- 7))+ R, el
1,2

*ak *\p kK
agWo — Rp < agWo< ag W5 + Ry,

3. Tuning method for PID controller RP1,2>0’ Rp,~0, 0< <2m}. (14)

) ) Step 3 Using Eq.(11), we have the corresponding
Our proposed_method can be. descrlbeq in tWO p|p controller paramete@z(k',k! ’kld).

stages. The design goal of the first stage is to se-
lect (k,k; ,kq) for a process such that IAE is mini- Stepl 4| (Ilhoose the  proper parameter€,
mized under the constraint thit, is between 1.3 = (K,Ki,Kg) that satisfy the dominant pole prop-
and 2.0. The second stage is to get training patterner'[yI a?d | system stability for each contr@,
and train the FNN system for developing the pa- = (k' ki Kkq).
rameter tuning formulas. Step 5 Calculate the corresponding IAE aivl.

Step 6 If I<N, go to Step 1.
Step 7 Choose the pair satisfying Cf

Here, our purpose is to design the PID controller ~ MM IAE (K ki kg), 1.3<M(K' ki ky) <2.0.
to satisfy the IAE andVi criteria. As previously  Remark 2. In Step 2, we select three poles (the
discussed, it is clear that the PID controller param- dominant poles), and the other n poles
eter(k,k; ,kq) is obtained by using Eq11) if the (P,,...,P,.3) are set simultaneously. Therefore,
dominant poles of E¢5), P,_3, are chosen. From  for system stability, we must prove these poles lie
the discussion of Ref21], the transient response on the left-half plane. Besides, in Step 4, we
properties are guaranteed by dominant pole as-should also guarantee the dominant pole proper-
signment. Also, the characteristics of the closed- ties. That is, these insignificant pol@®,,...,P, 3)
loop systems having the dominant pols_; are should be far from the dominant polé3,,...,Ps).
similar. Therefore, we can predesign for a plant |n this paper, the distanceD is set to be
with three poled, _; satisfying our specifications.  s5wymax(,,{,); see Fig. 2.
Then, ranges as shown in Fig. 2 are chosen for the
considered plant to find the optimal results. 3.2. FNN-based PID tuning formulas

In practice, the industrial processes are usually
modeled as a first-order plus time delay plant, e.g., Herein, our goal is to develop a tuning formula
G(s)=[K,/(1+ as)] e s Therefore, for clarity,  for general plant(k,k;,ky)=f(ab,L), wherea
we here choose this system to predesign the domi-=(a,_;,...,a5),b=(by,,...,by). That is, this for-
nant pole locationg{j ,wg ,a8) that satisfy our  mula can automatically tune the PID controller so
requirement, i.e., IAE ani¥l criteria. that neither theoretical methods nor numerical

For convenience, the design procedure is de- methods need to be used. In this paper, we first
scribed as follows: obtain the PID controller for given processes using

3.1. Controller design method
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(ag,+»a,,by, b, L) (k. k; k) Remark 4. From the previous discussion, after
Procedure 1 developing and training the FNN system, we can
+ conclude that the FNN system automatically de-
e ) signs the PID controller for system model so that
FNI<| neither theoretical methods nor numerical meth-
’ AND ods need be used. Moreover, the FNN-based for-
mula is able to modify the PID controller accord-
Fig. 4. Training architecture of the FNN-based PID tuning iNg to the system model variation.
formulas.

3.3. Training of the FNN system

Procedure 1. These processes are randomly chosen Considering the single-output case for clarity,

from a known range, i.e.,.a=(3,a), b our goal is to minimize the error function
=(b;,b;), andL=(L,L). This is called the varia- 1 1
tion of plant parameters. We then train the FNN E(k)= E[yp(k)—y(k)]Z:EeZ(k), (15)

system to identify the mapping of process model

and controllers. Fig. 4 summarizes our approach. where y, and § denote the desired output
Because our objective is controller parameters and (k,ki ,kq) and estimated outpyk,k; k), respec-
LRI} 1Ny 1

FNN's Inputs are plant parameters, we must create tively. Then, the gradient of the above error func-
the training data to train the FNN. For the con-

) tion is
trolled plant, using Procedure 1, we have the cor-
responding PID controller. Subsequently, train the JE de(k) Y (k)
FNN to develop the PID controller tuning for- 0 -8k —g =—ek—g- (16

mula.

where® =[m, o,w] represents the weighting vec-
tor of the FNN,m is the mear(center of member-
ship function, o is the standard deviatiofwidth

of the membership functionandw is the linking
weight between layers 3 and 4. By using the gen-
eral backpropagation algorithm, we can describe

Remark 3. In practice, the typical industrial pro-
cesses are usually modeled as follows (see
[2,21)):

Two-parameter modelG(s)=

1+sT the update law for the linear system as
Three-parameter model: O(k+1)=0(k)+A0O(k)
= —sL ﬁE k
CA9= 1557 =0(k)+ 70 —L)
70
Four-parameter model a9(K)
=0 (k)+ nee(k)| — 20 |
— —sL
Ga(S)= TrsTyirsTy)® - 17

For generalizing and applying our approach t0  Therefore, we have the update laws for the FNN:
these test plants, we presented our approach for

general systems in this manuscript. Consequently, _ 3y (k)

the number of FNN input is less or equal to 4. myj (k+ 1) =m;; (k) + 7me(k) om '

From the previous literature [1519], it is known (189
that the FNN system is capable of universal ap- 90k
proximation with high mapping accuracy and of- 3 _ y

fers the ability to learn from experience, adapt- oij(kt1)=0ij (k) + 7,6(k) do ' (18b)

ability, and a high degree of robustness and fault 90K
tolerance. Moreover, our approach is applicable 3 - y
for high-order system by previous discussion. wij (Kt 1) =wi; (k) + mwe(k) ow ' (189
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@b,L)
[
L4

\ < ya(t)
\ G(2)
| > 0
10 20 -
p k,+kj5+ - G(s) >

v

Fig. 5. Control architecture for on-line tuning.

where »,,, 7,, and n,, are the learning rates for Herein, plant(19) can be reduced to a second or
m (mean, o (STD), andw (weigh, respectively. first order if a3=0, a,#0, or a;=0, a,=0, a;
The convergence of the FNN system’s parameters # 0. We choose the rang&s,as),(a,,a,) of pa-
is guaranteed by Ref§15-19. Details can be rametergas,a,) that contains the zeros. Then the

found in Refs[15-17. FNN-PID formulas can be used for the system
with order less or equal to three. In the following
3.4. On-line tuning of the FNN formula the range is chosen as

After training the FNN system, the FNN-based ~ as€[0,1], a,e(-1,10, a;(0,100,
PID formula is available for system control prob-

lem. The control architecture is shown in Fig. 5, ap€(0.01,100, Kpe(0.01,100, and
where the identification block is to obtain the sys-
tem’s parameter variation. For system identifica- Le[0,2].

tion, we first digitize the continuous-time system
toa dlscr'ete-tlme syste_m by. a S”.‘a" sampling time 2188 training data left finally. The training error is
T,. Detalls for system identification can be found 2 1% 104
in Ref.[22]. Consequently, the least squares algo- ~ '
rithm is used to identify the system parameters. In Example 1.For the plant
Section 4, a simulation for applying to a motor
L. . . 2%—23
position control system is shown to illustrate the G(s)=
effectiveness of this scheme. (s°+2.45+4)(s+5)’

After eliminating the dissatisfying data, there are

We assume the plant parameters are exactly
known. The developed formula is then tested for
Our approach is applied to an example to illus- the above plant. The step point and load distur-

trate the effectiveness and robustness. As the de-gsgﬁgsgesoaogjf ;n Frl(s)]éci d?rrt?ec:mdsitsr?utrebsa:lr::ee ﬂfﬁ'
scription in[2,21], in practice, the typical indus- PP '

trial processes are usually modeled as a first- or magnitude 1 is given at time 20 to 2.0'1 s. The
second-order with time-delay system. Conse- example shows that the FNN has provided a good

quently, a third-order with time-delay plant is mapping result for the system parameter and PID
adopted in the following examples. The plant is controller
Example 2. Consider the DC motor position con-

—sL
. Kpi ) (19) trol system in Fig. 7, where the motor is assumed
ags*t+axs t+a;s+ag to have the transfer function

4, Simulation results

G(s)=
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14 T T T T T T

__: desired controller 0.4572 +0.298/s'+ 0.2056 s

Amiplitude

0.6 . :FNN-based controller 0.472 +0.3 /s +0.212's T

0.2 bl

1
0 S 10 15 20 25 30 35 40
Time(sec)

Fig. 6. Simulation result of the test plad{(s)= 20e™25/(s?+ 2.4s+4)(s+5) .

Nominal plant:

Gm(S)= 535+ b (LsT R)

K
T LIS+ (bL+JR)s?+ bRs'

15
0.00%°+0.1s?+1.30%"

Here the parameters of the dc motor will vary Plant with loading variant:

when the system load changes. Therefore, the on-

line control scheme is applied to solve the position 18

control problem. Obviously, the system is without 0.003%%+0.07%°+ 1.2&"
a time-delay term, and the closed-loop system has _ o

four poles. Therefore, we choose two dominant The identification plant:
poles with a complex conjugate pair. Here, to sim-

plify our computation, the PI controller was cho- 18

sen 0.0036%+0.07%°+ 1.25"

In this example, we assume the plant loading
changes at time 5 s, where the plant is described The FNN-based formulas for the two plants are

as follows (0.3%+1.82/s and (0.45+1.41)/s, respec-
. DCmotor 1
; (o)
0K k, & : K 1y ! L) AN
s | R+Ls b+Js s |

Fig. 7. DC motor position control.
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1.8 T T T T T T T T T

1.6

1.4+

1.2+

0.8}

plant output

0.6 __:with disturbance at time= 5sec ]

... 2 no disturbance
0.4 E

0 I I I 1 I L i L L

time(sec)

Fig. 8. Simulation result of motor position control.

tively. The parameter variation of the process is the PID controller for the system model so that
identified by the least squares method at time 5 to neither theoretical methods nor numerical methods
5.1 s, i.e., the controller changes at time 5.1 s. need be used. Moreover, the FNN-based formula
Herein, in identification, 11 input-output pairs are is able to modify the PID controller according to
chosen to estimate the model. To demonstrate thethe system model variation. Simulation results
robustness of our approach, an impulse input dis- have demonstrated the effectiveness of our ap-
turbance with magnitude 2 is given at time 5to 5.1 proach.
s. Fig. 8 gives the simulation result. The simula-
tion result demonstrates the effectiveness of our Acknowledgments
approach. i

According to the above example, it is indicated ~ he authors would like to thank the anonymous
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