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Abstract. A space-time (ST) receiver is proposed for combating the cochannel interference (CCI) and intersymbol
interference (ISI) in a frequency-selective multipath environment. The scheme involves two stages. First, a set of
adaptive beamformers pointed at a prescribed angular sector in space is constructed on an oversampled antenna
array, each providing effective suppression of CCI and reception of desired signals. Second, a fractionally-spaced
decision feedback equalizer (DFE) follows to eliminate the ISI left in beamformer outputs. In particular, both
the beamformers and DFE can be realized in the form of a generalized sidelobe canceller (GSC) with the aid
of channel estimation, and partial adaptivity is incorporated for reduced complexity processing and improved
convergence. The proposed ST receiver can be employed as a multi-beam smart antenna system which is suitable
for cellular communications. Computer simulations demonstrate that it can achieve nearly the same performance
as the optimal ST minimum mean square error (MMSE) DFE with a much lower implementation complexity.
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1. Introduction

Signal fading induced by multipath propagation often severely degrades the performance of
a wireless communications system. In particular, the intersymbol interference (ISI) caused
by long delay multipaths distorts the signal waveform and results in an increased error rate.
On the other hand, due to the frequency reuse in current cellular communications, cochannel
interference (CCI) becomes a potential limiting factor to system performance. To combat
these problems, space-time (ST) processing techniques have been developed which perform
CCI/ISI cancellation via spatial-temporal filtering/equalization [1–5]. However, when the ST
dimension grows large, the corresponding computational load becomes heavy due to large
vector/matrix manipulation. A plausible suboptimal solution would be to perform CCI can-
cellation in the spatial domain by antenna array beamforming, and ISI cancellation in the
temporal domain by conventional equalization [2, 3]. This leads to separate ST processing
techniques, as opposed to joint ST processing techniques described in [4, 5]. A separate
ST receiver requires a lower computational load, but suffers performance degradation due to
the lack of degrees-of-freedom for interference cancellation. In particular, the lack of spatial
degrees-of-freedom (antennas) leads to poor CCI cancellation, and lack of temporal degrees-
of-freedom (DFE weights) leads to poor ISI cancellation. Summarizing the above, a suitable
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Figure 1. Structure of proposed BT DFE.

receiver would be some compromise between joint and separate ST processing in which a set
of N beamformers are constructed on an M-element antenna array for adaptive CCI cancella-
tion, and an N-input DFE follows to perform ISI cancellation. This is illustrated in Figure 1.
Such a receiver is referred to as the “beamspace-time” (BT) receiver as the M-dimensional
spatial domain has been transformed into the N-dimensional domain represented by N beams.
With N suitably chosen such that 1 < N < M, reduced complexity can be achieved for the
equalizer without sacrificing its performance.

A simple method of beamspace processing can be found in the multi-beam antenna (MA)
systems [6–8]. In a typical MA system, a beamforming network is attached to an M-element
antenna array to form a set of N beams pointed at different directions in space (as shown in
Figure 1), leading to a beam diversity receiver which is essentially a beamspace version of
the space diversity receiver. By selecting the N beams corresponding to a specific angular
sector where the desired signal reside, the receive SNR can be effectively improved due to the
beamforming gain [6, 8]. Moreover, CCI from outside the selected beams can be suppressed in
the sidelobe region, which further improves signal quality. Conventional switched-beam smart
antennas can be regarded as a special case of the MA system in which a single beam (i.e.,
N = 1) is used for signal reception, and the beamformer itself is fixed in that no adaptivity is
incorporated [6, 8]. In this case, the beam with the largest receive signal strength is selected,
and the CCI is simply treated as colored noise without further processing. To ensure reliable
performance in the presence of strong and/or time-varying CCI, adaptive beamforming should
be incorporated in such a way that the desired signal can be received with a constantly large
gain, whereas CCI can be suppressed via adaptive nulling. In addition, N > 1 beams can be
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selected for a better diversity reception and more degrees-of-freedom for ISI cancellation with
a multi-input DFE. The formation of N adaptive receive beams can thus be viewed as a linear
transformation, or preprocessor, from the high-dimensional spatial domain with a low signal-
to-interference-plus-noise ratio (SINR) to the low-dimensional beamspace domain with a high
SINR. With CCI successfully removed, the residual ISI is handled by a vector (multi-input)
equalizer attached to the beamformer outputs.

In this paper, an ST receiver is proposed for CCI and ISI cancellation in an MA system
over frequency-selective channels. The development of the receiver involves two stages. First,
a set of N diversity beamformers is constructed on an oversampled antenna array of M

elements, each providing effective suppression of out-of-beam CCI and reception of signal
multipaths from the mainbeam directions. By sampling at P times the symbol rate, the di-
versity beamformers can ideally provide at most P times the number of degrees-of-freedom
of the conventional symbol-rate beamformers. This leads to enhanced CCI suppression and
signal reception especially when M is small. The adaptive beamformers are realized in the
form of a generalized sidelobe canceller (GSC) [9] with the aid of channel estimation, and a
simple yet effective partially adaptive (PA) scheme is incorporated for reduced complexity in
beamforming weight vector computation. Second, outputs of these N diversity beamformers
are fed into a decision feedback equalizer (DFE) [1] to remove the ISI of the signal, leading
to a beamspace-time (BT) DFE with N feedforward inputs. Compared to the conventional
ST DFE with M feedforward inputs, the proposed one works with a smaller data dimension
N , leading to lower computational complexity and better convergence behaviors. To further
reduce the complexity of the BT DFE, a novel PA implementation is proposed again based on
the GSC technique which can work with the smallest possible number of degrees-of-freedom
for suppressing ISI. The diversity beamformers are employed as a pre-processor to suppress
strong out-of-beam CCI so that equalization can be successfully performed for the signal.
With low-complexity partial adaptivity incorporated in both the beamformers and DFE, the
proposed ST receiver provides a feasible alternative to the computationally demanding ST
DFE [4, 5] for high data rate systems. By computer simulations, it is demonstrated that the
proposed ST receiver can achieve nearly the same performance of the optimal ST MMSE DFE
by using a much smaller number of training symbols.

2. Data Model and Space-Time DFE

2.1. SPACE-TIME DATA MODEL

Assume a frequency-selective fading channel in which the field incident on the receiver due
to a signal source is composed of J multipath components. With a narrowband array of M

antennas employed, the received data, in baseband form, can be written as an M × 1 vector:

x̃(t) =
J∑

j=1

αja(θs
j )u(t − τj ) + ĩ(t) + ñ(t) = r̃(t) + ĩ(t) + ñ(t), (1)

where αj , θs
j and τj are the complex amplitude, AOA and delay of the j th path, respectively.

The αj ’s are assumed i.i.d. complex Gaussian random variables with unit variance, and treated
as constant over the processing period of interest due to the slow fading assumption. a(θ) is
the steering vector accounting for the gain/phase variation across the array. The three parts,
r̃(t) = ∑J

j=1 αja(θs
j )u(t − τj ), ĩ(t) and ñ(t), are the signal, CCI and noise vectors present at
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the array output, respectively, and u(t) is the source signal waveform. Finally, the components
of ñ(t) are assumed temporally and spatially white with the same power σ 2

n .
Assuming linear digital modulation, the baseband transmitted signal can be written as:

u(t) = σs

∑
k

s(k)g(t − kT ), (2)

where {s(k)} is the transmitted symbol sequence assumed to be i.i.d., with zero-mean and unit
variance, σ 2

s is the transmit power, g(t) is the pulse shaping waveform, and T is the symbol
period. This leads to an alternative expression of the array signal vector:

r̃(t) =
∑

k

h̃(t − kT )s(k), (3)

where

h̃(t) = σs

J∑
j=1

αja(θs
j )g(t − τj ) (4)

represents the M × 1 spatial channel vector which includes the composite effects of channel,
array sensors and pulse shaping. The array data is sampled at t = kT + p−1

P
T , for all k and

p = 1, 2, . . . , P , where P is the oversampling rate. This yields the oversampled data vectors:

x(p)(k) = x̃(t)|
t=kT + p−1

P
T

= r(p)(k) + i(p)(k) + n(p)(k) (5)

for p = 1, . . . , P , where

r(p)(k) =
L∑

l=0

h(p)(l)s(k − l) = H(p)s(k) (6)

with

h(p)(k) = h̃(t)|
t=kT + p−1

P T
= σs

J∑
j=1

αja(θs
j )g

(p)(k − τj ) (7)

being the oversampled channel vector, and g(p)(k − τj ) = g(t − τj )|t=kT + p−1
P T

. i(p)(k) =
i(t)|

t=kT + p−1
P

T
and n(p)(k) = n(t)|

t=kT + p−1
P

T
are the oversampled CCI and noise vectors,

respectively. In (6), we have assumed that the channel order is L (symbols) such that

H(p) = [h(p)(0), h(p)(1), . . . , h(p)(L)] (8)

s(k) = [s(k), s(k − 1), . . . , s(k − L)]T . (9)

Taking P successive samples x(p)(k), p = 1, . . . , P , over a symbol period yields the MP × 1
oversampled spatial (OS) data vector:

x(k) =



x(1)(k)
...

x(P )(k)


 = r(k) + i(k) + n(k)

=
L∑

l=0

h(l)s(k − l) + i(k) + n(k) = Hs(k) + i(k) + n(k),

(10)
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Figure 2. Structure of ST DFE.

where

h(k) =



h(1)(k)
...

h(P )(k)


 = σs

J∑
j=1

αj




a(θs
j )g

(1)(k − τj )
...

a(θs
j )g

(P )(k − τj )


 (11)

is the OS channel vector,

H =



H(1)

...

H(P )


 = [h(0), h(1), . . . , h(L)] (12)

is the OS channel matrix, and i(k) and n(k) are the MP × 1 OS CCI and noise vectors, re-
spectively, defined in a similar fashion to (10). Note that by P -rate oversampling, the effective
data dimension has been increased by P times as compared to the original array data vector.

2.2. SPACE-TIME MMSE DFE

An ST DFE is an equalizer that consists of a set of Kf -tap (Kf = PK, where K is the
number of symbol spaced taps) fractionally-spaced feedforward filters (FFF), each attached
to an antenna element, and a Kb-tap symbol-spaced feedback filter (FBF). This is illustrated in
Figure 2. The input to the FFF bank is the fractionally-spaced (oversampled) OS data vectors
x(k), and the input to the FBF is the detected data symbols {ŝ(k − d)}, with a suitably chosen
delay of d symbol periods. The choosing of d depends of Kb, and is typically d = K − 1
for Kb = L [10]. Upon the arrival of the kth symbol, the FFF input can be represented as an
MKf × 1 vector which is the concatenation of K successive OS data vectors:

xc(k) =



x(k)
...

x(k − K + 1)


 = Hcsc(k) + ic(k) + nc(k) (13)

which is referred to as the ST data vector, where

Hc =



h(0) · · · h(L) 0 · · · 0
...

. . .
. . .

. . .
. . .

...

0 · · · 0 h(0) · · · h(L)


 (14)

is the MKf × (L + K) ST channel matrix,

sc(k) = [s(k), s(k − 1), . . . , s(k − L − K + 1)]T (15)
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and ic(k) and nc(k) are the CCI and noise parts of the input of FFF, respectively, having the
same structure of xc(k). Assume that the sequence of Kb most recently detected symbols
constituted the input to the FBF:

ŝb(k − d − 1) = [
ŝ(k − d − 1), ŝ(k − d − 2), . . . , ŝ(k − d − Kb)

]T
. (16)

Let qf and qb be the MKf ×1 FFF weight vector and Kb ×1 FBF weight vector, respectively.
The MMSE DFE determines these weight vectors in accordance with the following criterion:

min
qf ,qb

E
{|s(k − d) − qH

f xc(k) + qH
b ŝb(k − d − 1)|2} . (17)

Assuming correct decisions (i.e., ŝ(k) = s(k)) for the FBF, the optimal MMSE weight vectors
can be obtained by [5, 11]:

qf = (Hc,f HH
c,f + Rinc

)−1hc,pr = R−1
f hc,pr (18)

qb = HH
c,paqf , (19)

where Hc,f consists of the first d + 1 columns of Hc, hc,pr is the (d + 1)th column of Hc,
Hc,pa consists of (d + 2)th to (d + 1 + Kb)th columns of Hc, and

Rinc
= E{(xc(k) − Hcsc(k))(xc(k) − Hcsc(k))H } (20)

Rf = Hc,f HH
c,f + Rinc

. (21)

Finally, assuming that the FBF cancels the postcursor ISI perfectly leads to the MMSE:

MMSE = 1 − qH
f hc,pr . (22)

In the above development, Rf can be obtained by estimating H with the aid of training
symbols. First, the OS channel matrix H is estimated as Ĥ using the direct sample average or
least-squares (LS) method [4]:

Ĥ = arg min
H

‖X − HS‖2 = XSH(SSH)−1, (23)

where X = [x(1), . . . , x(Ns)] and S = [s(1), . . . , s(Ns)], with s(k) being the kth of Ns

training symbol vector as defined in (9). Second, the estimate of the ST channel matrix, Ĥc,
can be obtained directly from Ĥ according to (12) and (14). Finally, Rf is estimated by

R̂f = Ĥc,f ĤH
c,f + R̂inc

(24)

with R̂inc
given by

R̂inc
= E{(xc(k) − Ĥcsc(k))(xc(k) − Ĥcsc(k))H }. (25)

The size of the ST FFF weight vector is generally large, requiring high computational load
in (18). In addition, strong CCI in xc(k) can lead to poor convergence performance. In the
following section, an alternative two-stage approach is developed. Specifically, the CCI and
ISI are handled separately by adaptive beamforming and DFE, respectively. This is illustrated
in Figure 3.
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Figure 3. Structure of proposed two-stage ST receiver.

3. Adaptive Diversity Beamformers

The construction of adaptive diversity beamformers involves the following procedure. First, an
angular sector is determined which encompasses hypothesized AOA’s of signal multipaths. A
set of beams is then formed according to the chosen sector. These beamformers are realized in
the form of GSC with the aid of channel estimation, and partial adaptivity is incorporated for
reduced complexity weight vector computation. Finally, a signal aided scheme is suggested
which can significantly improve the convergence speed of the GSC beamformers.

3.1. CONSTRUCTION OF DIVERSITY BEAMFORMERS BASED ON GSC

Assume that the AOA’s of the signal multipaths are roughly known (this will be discussed
shortly in Section 5.1) such that an angular sector � can be chosen to accommodate these
multipaths. In order to effectively collect the multipath energy, a set of diversity beams is
formed encompassing �. This is done by constructing a set of NP diversity beamformers
operating on the OS data vector x(k), with each beamformer representing a specific look
direction and oversampling index. In contrast to the spatial steering vector a(θ) employed in
conventional beamformers, the OS steering vectors, in an MP × P matrix form, are defined
for these diversity beamformers:

A(θ) = [a1(θ), a2(θ), . . . , aP (θ)] =




a(θ) 0 · · · 0

0 a(θ) · · · ...
...

...
. . . 0

0 0 · · · a(θ)


 (26)
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Figure 4. Structure of GSC.

which simply says that for each specific AOA, the array has the same response to the signal
at different oversampling time index. Let θb

n , n = 1, . . . , N , be the set of “look directions”
well representing �. Roughly speaking, the OS channel vectors h(l)’s can be represented as a
linear combination of the columns of {A(θb

1 ), . . . , A(θb
N)}, as can be seen from (11).

To ensure suppression of strong out-of-beam CCI, adaptive nulling is performed for each
of the diversity beamformers. A popular scheme of adaptive nulling is the GSC beamformer,
which is an indirect but simpler implementation of the linearly constrained minimum variance
(LCMV) beamformer [9]. Its concept, as depicted in Figure 4, is to decompose the weight
vector w into: w = wo − Bv, where wo in the upper branch is the fixed weight vector and B in
the lower branch is the blocking matrix which removes the signal. The goal is to choose
the adaptive weight vector v to cancel the CCI. To apply the GSC technique here, some
modifications should be made. First, a total of NP diversity beamformers is constructed,
with their fixed weight vectors chosen to be ap(θb

n ), n = 1, . . . , N , p = 1, . . . , P . That is,
the (n, p)th diversity beamformer is responsible for signal reception in the direction θb

n at
the pth oversampling index. Second, instead of blocking signals from a specific direction,
the blocking matrix B must remove the entire multipath signals Hs(k) from x(k) in order to
avoid signal cancellation [9]. These lead to the structure of the weight vector for the (n, p)th
diversity beamformer:

wn,p = ap(θb
n ) − Bvn,p n = 1, . . . , N p = 1, . . . , P, (27)

where B can be chosen to be the MP × (MP − L − 1) matrix whose columns form an
independent set of vectors representing the orthogonal complement of the range space of H,
where H can be estimated by (23). Following the standard procedure of GSC, the adaptive
weight vector vn,p is determined via the MMSE criterion:

min
vn,p

E{|ap(θb
n )H x(k) − vH

n,pBH x(k)|2} ≡ [ap(θb
n ) − Bvn,p]H Rxx[ap(θb

n ) − Bvn,p], (28)

where

Rxx = E{x(k)xH(k)} = HHH + Rin (29)

is the OS data correlation matrix, with Rin being the OS CCI-plus-noise correlation matrix.
Solving for vn,p and substituting in (27) gives

wn,p = [I − B(BH RxxB)−1BH Rxx]ap(θb
n ) n = 1, . . . , N p = 1, . . . , P . (30)

Note that these weight vectors share the same structure except for ap(θb
n ).
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A distinctive feature of the above proposed OS beamformers (whose weight vectors are
MP × 1) is that it can ideally provide at most P times the degrees-of-freedom of the conven-
tional symbol-rate beamformers (whose weight vectors are M × 1). This leads to enhanced
CCI suppression especially when the array size M is small. In contrast, temporal oversampling
in time only processing (i.e., single antenna) is not a good approach to combat the CCI, unless
a large excess bandwidth of the pulse shaping waveform is available [12]. This is because that
the desired signal and CCI have a similar temporal oversampled channel vector (P × 1) if
the excess bandwidth is relatively small. This is not the case, however, if an antenna array is
employed for space-time processing, in which case the oversampled spatial-temporal channel
vector (MP × 1) tends to be different for the signal and CCI, provided that they arrive from
different directions in space, even if their temporal channel vectors are similar [12]. Under
this condition, the CCI can indeed be better suppressed with the augmented MP degrees-of-
freedom. On the other hand, a larger processing dimension also gives a better SNR gain at
the receiver. However, the marginal improvement in CCI suppression and SNR decreases as
P increases, unless a proportionally increased excess bandwidth is available [13], partly due
to the increased similarity between signal and CCI spatial-temporal channels, and partly due
to the correlation among the OS noise samples n(p)(k)’s. Unfortunately, with a large excess
bandwidth, the adjacent channel interference (ACI) [12] in the signal band increases, leading
to performance degradation. This indicates that the performance gain achieved with a higher
rate oversampling will be likely cancelled out by the ACI problem.

3.2. PARTIALLY ADAPTIVE IMPLEMENTATION

As mentioned, the blocking matrix B is designed to remove the signal in (10) with the property
BH Hs(k) = 0. A straightforward choice would be the MP × (MP − L − 1) matrix whose
columns form a basis of the nullspace of HH such that BH H = O. In this case, the adaptive
beamformers can provide effectively MP − L − 1 degrees-of-freedom through vn,p for CCI
suppression. This is called the fully adaptive (FA) GSC scheme. FA beamformers offer better
SINR performance, but requires a high computational complexity and are likely to exhibit
poor convergence if MP is large compared to the number of signal plus CCI [14]. As a
remedy, the partially adaptive (PA) technique can be applied to reduce the dimension of vn,p

from MP − L − 1 to D. Partial adaptivity can be achieved by either working with a reduced
dimension data vector or with a reduced size blocking matrix [15]. Its criteria include: (i) D

should be as small as possible (ii) CCI should be retained as much as possible in the lower
branch. Criterion (i) is for complexity reduction and (ii) is for optimal mutual cancellation of
CCI in the upper and lower branches. Here a simple approach is suggested based on above
criteria. First, a projection matrix projecting onto the nullspace of HH is obtained by

P⊥
H = I − H(HH H)−1HH = [p1, p2, . . . , pMP ] (31)

which requires only an (L + 1) × (L + 1) matrix inversion, as opposed to the complex task
of finding the nullspace of HH . Note that P⊥

H has a size of MP × MP , but its rank is only
MP − L − 1. Nevertheless, each of the MP columns satisfies pH

i H = 0T . Partial adaptivity
can then be achieved, according to criterion (ii), by selecting a subset of the MP columns with
the maximum response to x(k). That is, a reduced size MP ×D blocking matrix is formed by

B = [q1, q2, . . . , qD], (32)



146 Chung-Lien Ho and Ta-Sung Lee

where q1, . . . , qD are the D columns of P⊥
H that maximize

E{|qH
i x(k)|2}

‖qi‖2
= qH

i Rxxqi

qH
i qi

(33)

with B chosen to be MP × D, where D ≤ MP − L − 1, the adaptive weight vector vn,p

has D degrees-of-freedom for CCI cancellation. Assume that there are Q CCI’s in the system
known to the receiver, and the CCI has the same channel order L as the desired signal. Then
the smallest D can be chosen to be D = Q(L + 1) without degrading CCI cancellation. In a
cellular system, the main CCI may come from neighboring cell basestations. In this case, the
number of CCI and the associated channel order can be estimated a-priori and an optimal D

be chosen accordingly.

3.3. SIGNAL AIDED BEAMFORMING

The GSC beamformer is a variation of the LCMV beamformer and share the same charac-
teristics of the latter such as good interference cancellation and poor convergence. By poor
convergence is meant that there is usually a certain performance degradation due to finite
data samples. In [16], an analysis of the LCMV beamformer reveals that the main cause of
its poor convergence is the presence of a non-zero crosscorrelation between the signal and
interference-plus-noise due to finite data samples. The crosscorrelation term induces a pertur-
bation on the beamformer weight vector, which in turn causes a drop in output SINR. With the
increase of data sample size, this crosscorrelation gradually vanishes and the LCMV beam-
former approaches the optimal maximum SINR (MSINR) beamformer. The same statements
apply to the GSC beamformer. First, consider the sample data correlation matrix obtained by
Ns data samples:

R̂xx = 1

Ns

Ns∑
k=1

x(k)xH (k) = R̂s + R̂in + R̂s,in , (34)

where R̂s , R̂in and R̂s,in are the sample signal correlation matrix, CCI-plus-noise correla-
tion matrix, and crosscorrelation matrix between signal and CCI-plus-noise. Using the fact
BH R̂s ≈ O, we have

wn,p ≈ [I − B(BH R̂inB)−1BH R̂in]ap(θb
n ) − B(BH R̂inB)−1BH R̂s,inap(θb

n ). (35)

Note that the first term on the righthand side of (35) represents the optimal MSINR weight
vector, and the second term represents the perturbation leading to poor convergence [16]. An
intuitive way to remedy this would be to artificially remove the perturbation term, which can
be achieved by removing the signal component in x(k) such that R̂s,in = O before beam-
forming. This suggests a procedure in which the signal is reconstructed and subtracted from
x(k). Given the training symbol sequence s(k) and channel matrix H, the signal-subtracted
data vector and correlation matrix can be obtained as

xin(k) = x(k) − Hs(k) (36)

Rin = E
{
xin(k)xH

in(k)
} = Rxx − HHH . (37)

Note that Rin represents the OS CCI-plus-noise correlation matrix. The signal aided (SA)
beamformer is then obtained by replacing Rxx with Rin in (30). It can be shown that the SA



A Low-Complexity Adaptive Multi-Beam Space-Time Receiver 147

mode provides a twofold improvement in performance: output SINR and convergence. This
means that better output SINR can be achieved with a smaller data size. The OS channel
matrix H can be estimated by sample correlation, or more reliable methods such as the LS
method described in (23).

4. Beamspace-Time DFE

With out-of-beam CCI successfully suppressed, the diversity beamformer outputs contain
essentially the signal, ISI and colored noise only. This suggests that an adaptive DFE can
be employed to remove the ISI and retrieve s(k − d). In particular, the diversity beamformer
outputs can be represented as the NP × 1 “oversampled beamspace” (OB) data vector:

x̄(k) = WH x(k) = WH Hs(k) + WH i(k) + WH n(k) ≈ WH Hs(k) + WH n(k), (38)

where

W = [w1,1, . . . , wN,1, . . . , w1,P , . . . , wN,P ] (39)

is the MP × NP OS to OB beamforming matrix. Collecting K successive data samples and
concatenating into an NKf × 1 vector yields the input to the FFF:

x̄c(k) =



x̄(k)
...

x̄(k − K + 1)


 = WH

c xc(k) ≈ H̄csc(k) + n̄c(k) (40)

which is the beamspace-time (BT) data vector, where

Wc =




W 0
W

. . .

0 W


 (41)

H̄c = WH
c Hc (42)

and n̄c(k) = WH
c nc(k).

4.1. BT MMSE DFE

The derivation of the BT MMSE DFE weight vectors is exactly the same as that outlined in
(18) and (19) for ST MMSE DFE, except that xc(k) and Hc should be replaced by x̄c(k) and
H̄c, respectively. In particular,

q̄f = (H̄c,f H̄H
c,f + R̄inc

)−1h̄c,pr = R̄−1
f h̄c,pr (43)

q̄b = H̄H
c,paq̄f , (44)

where H̄c,f , h̄c,pr and H̄c,pa have the same structure of Hc,f , hc,pr and Hc,pa , respectively, as
described in Section 2.2, and R̄inc

and R̄f are defined likewise:

R̄inc
= E{(x̄c(k) − H̄csc(k))(x̄c(k) − H̄csc(k))H } (45)
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R̄f = H̄c,f H̄H
c,f + R̄inc

. (46)

Similar to ST MMSE DFE, the estimation of R̄f and R̄inc
is exactly the same as that outlined

in (24) and (25), except that X should be replaced by X̄ = [x̄(1), . . . , x̄(Ns)]. Finally, the
MMSE of BT DFE output is given by

MMSE = 1 − q̄H
f h̄c,pr . (47)

The BT channel matrix H̄c in the above development can be obtained readily from H and W
via the relationships (12), (14), (41) and (42).

4.2. BT PA-GSC DFE

The complexity of the MMSE DFE may still be too high if the FFF dimension is large (MKf

for ST and NKf for BT). To reduce the complexity, a novel PA implementation is proposed
again based on the GSC technique.

4.2.1. GSC Realization of MMSE DFE
As an analogy to GSC beamforming, the BT FFF weight vector q̄f = R̄−1

f h̄c,pr can be

represented as q̄f = h̄c,pr − Cu, where C is the blocking matrix satisfying CH h̄c,pr = 0.
The goal is to choose the adaptive weight vector u to cancel the “precursor” ISI (with the FBF
q̄b canceling the postcursor ISI as described). Following the procedure of the conventional
GSC, u is determined in accordance with the MMSE problem:

min
u

E{|h̄H
c,pr x̄c,f (k) − uH CH x̄c,f (k)|2} ≡ (h̄c,pr − Cu)H R̄f (h̄c,pr − Cu), (48)

where

x̄c,f (k) = x̄c(k) − H̄c,pasb(k − d − 1) ≈ H̄c,f sf (k) + n̄c(k) (49)

is the data vector whose correlation matrix is R̄f , sb(k − d − 1) = [s(k − d − 1), . . . , s(k −
d − Kb)]T and sf (k) = [s(k), . . . , s(k − d)]T .

To solve (48), R̄f is estimated first with the aid of training symbols, and u is obtained by

u = (CH R̄f C)−1CH R̄f h̄c,pr . (50)

Substituting this in q̄f = h̄c,pr − Cu then yields:

q̄f = [I − C(CH R̄f C)−1CH R̄f ]h̄c,pr . (51)

Note that the above development represents an alternative realization of the FFF part, and do
not make any change to the structure of the FBF of the MMSE DFE. That is, the FBF weight
vector is still given by (44), but with q̄f replaced by that in (51). Finally, it is noteworthy
that there is no need to subtract the signal component in (51) as in the beamforming case.
This is because that R̄f is estimated in the structured form according to (46) such that no
crosscorrelation terms are present as in (34).

4.2.2. Partially Adaptive Implementation
As mentioned, the blocking matrix C must satisfy CH h̄c,pr = 0. A straightforward choice
would be the NKf × (NKf − 1) matrix whose columns form an independent set of vectors
spanning the nullspace of h̄H

c,pr . This is the FA realization of the GSC DFE. However, this
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results in a matrix inversion of size (NKf − 1) × (NKf − 1) in (51), which can be com-
putationally heavy if NKf is large. As mentioned in Section 3.2, partial adaptivity can be
incorporated in the GSC by choosing a reduced size blocking matrix, and a useful criterion
would be that C should retain as much interference as possible so as to ensure an effective
mutual cancellation with the same interference in the upper branch of the GSC. Since the FFF
is responsible for suppressing the precursor ISI, a suitable choice is such that C is the NKf ×d

matrix whose columns are orthogonal to h̄c,pr , and well “matched” to the first d columns of
H̄c,f corresponding to the precursor ISI. According to these, an intuitive and simple scheme
is suggested which determines C as the solution to the underdetermined equation:

CH H̄c,f = Id , (52)

where Id is the matrix constructed by deleting the (d + 1)th row of the (d + 1) × (d + 1)

identity matrix. Equation (52) implies that the blocking matrix will satisfy CH h̄ci ,pr = 0 and
retain the remaining d precursor ISI components in a mutually orthogonal fashion. This leads
to a simple minimum-norm solution given by:

C = H̄c,f (H̄H
c,f H̄c,f )−1IT

d . (53)

An alternative to the above scheme is by projecting the interference channel matrix onto
the “subspace of blocking”, which is the nullspace of h̄H

c,pr . By interference channel matrix is

meant the precursor ISI part of H̄c,f (i.e., by deleting h̄c,pr , or the (d + 1)th column, of H̄c,f ).
In particular, the projection matrix onto the subspace of blocking is given by

P⊥
h̄c,pr

= I − h̄c,pr h̄H
c,pr

h̄H
c,pr h̄c,pr

(54)

and the interference channel matrix can be represented as:

HInt
c,f = H̄c,f IT

d . (55)

Similar to the previous development, a suitable choice for C is such that C is the NKf × d

matrix whose columns are in the subspace of blocking, and well matched to HInt
c,f . This leads

naturally to the following form of reduced size blocking matrix by projecting HInt
c,f with P⊥

h̄c,pr
:

C = P⊥
h̄c,pr

HInt
c,f = H̄c,f IT

d − h̄c,prdH , (56)

where

d = 1

h̄H
c,pr h̄c,pr

IdH̄H
c,f h̄c,pr . (57)

The two solutions in (53) and (56) have some similarity in structure, and are shown to provide
nearly identical performance. However, the second solution is computationally simpler and
will thus be adopted for the rest of the paper.

The advantages of the proposed PA GSC DFE over conventional MMSE DFE are twofold.
First, significant reduction in computational complexity can be achieved when H̄c is “tall”
(i.e., when NKf � d). Second, working with a smaller dimension usually ensures better
convergence performance, stability and lower sensitivity to the channel estimation errors [14].
It is particularly suitable for the BT DFE in an ISI only (i.e., CCI free) scenario because the
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ISI information is readily available for constructing the blocking matrix. However, it is not
applicable to a scenario in which CCI is present whose information is not available. Specifi-
cally, applying the proposed PA scheme to the ST MMSE DFE would result in the failure of
CCI cancellation. This is because the DFE does not possess the information about the CCI,
and hence cannot cancel them with the smallest number of degrees-of-freedom offered by the
reduced size blocking matrix dedicated for ISI suppression.

5. Performance and Implementation Issues

This section discusses the performance and implementation issues including beam selection,
mainbeam CCI, output SINR of DFE, computational complexity and recursive algorithms. In
the following, we define the “FA BT DFE” as the BT DFE with FA beamformer and FA DFE.
This means that the full size blocking matrix B is used for beamforming, and (43) and (44)
are used for DFE, respectively. Similarly, we define the “PA BT DFE” as the BT DFE with PA
beamformer and PA DFE. This means that the reduced size blocking matrix B in (32) is used
for beamforming, and reduced size blocking matrix C in (56) is used for DFE, respectively.

5.1. BEAM SELECTION

In a multi-beam system, it is essential to design an effective scheme for beam selection such
that the desired user can be properly assigned to the correct beam(s) [6, 7, 17]. In order to
effectively collect the multipath energy of the desired signal, a set of N contiguous beams
are formed simultaneously to cover the angular sector where the signal may be present. In
conventional smart antenna systems, a common measurement criterion for beam selection is
the averaged received signal strength indicator (RSSI) [6, 17]. It is based on the simple fact
that correct narrow beam(s) provide a stronger signal strength than other beams. In order to
distinguish the desired user form possible CCI, a pseudo random (color) code is usually used
for RSSI calculation [17].

Here a simple and effective scheme for beam selection is proposed based on the knowledge
of channel information. Let θb

m, m = 1, . . . ,M, be a set of look directions representative of
the entire field-of-view of the antenna array. Given the estimate of the OS channel matrix Ĥ,
we can readily obtain the corresponding estimate of sub-sampled channel vectors ĥ(p)(l), p =
1, . . . , P , l = 0, . . . , L. According to (7), h(p)(l) can be represented as a linear combination of
the signal multipath steering vectors a(θs

j )’s. Therefore, a reasonable conjecture is that h(p)(l)

should have a high correlation with the steering vectors corresponding to the look direction
close to the signal. This then suggests the following criterion for choosing the look directions
for the N diversity beams in Section 3.1:

max
m

Pm =
P∑

p=1

L∑
l=0

|aH (θb
m)ĥ(p)(l)|2 m = 1, . . . ,M. (58)

In particular, Pm is calculated for m = 1, . . . ,M, and compared. The N look directions are
then chosen from θb

m, m = 1, . . . ,M, that corresponds to the N maximum values of Pm.
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5.2. MAINBEAM CCI

It is possible that there exist multiple cochannel signals in � simultaneously. In this case, the
diversity beamformers experience CCI in the mainlobe region. These beamformers may not
be able to cancel mainbeam CCI close to the look directions due to the limited degrees-of-
freedom of the antenna array. Mainbeam CCI that “leaks” through the diversity beamformers
can be cancelled instead by the FA BT DFE, as long as sufficient degrees-of-freedom are
available for the FFF. In this case, the mainbeam CCI is simply treated as ISI, and suppressed
via the filtering operation q̄H

f x̄c(k). However, this is not the case for PA BT DFE since the
reduced size blocking matrix does not have enough degrees-of-freedom for CCI suppression,
as mentioned earlier in Section 4.2.2.

5.3. OUTPUT SINR OF DFE

Under the following assumptions: (i) The signal, CCI and noise are independent of each other
(ii) There is no error propagation (iii) The FBF cancels postcursor ISI perfectly, the output
SINR, denoted as SINRo, of the BT DFE can be obtained by:

SINRo = signal in DFE output

ISI + CCI + noise in DFE output
= q̄H

f h̄c,pr h̄H
c,pr q̄f

q̄H
f (H̄c,f uH̄H

c,f u + R̄inc
)q̄f

, (59)

where H̄c,f u consists of the first d columns of H̄c, which represents the precursor ISI. For
the ST DFE, the same expression can be used with the proper substitution of notations. For
MMSE DFE, a simple expression can be obtained in terms of the MMSE value [11]:

SINRo = 1 − MMSE

MMSE
, (60)

where MMSE is given by (47). In practice, the MMSE can be approximated in a time-averaged
fashion as suggested in [11].

5.4. COMPUTATIONAL COMPLEXITY

For batch processing, the major computations in the proposed FA BT DFE algorithm involve
the SVD of H with size MP × (L + 1), the inversion of BH RxxB with size (MP − L − 1) ×
(MP −L−1) described in (30) and the inversion of R̄f with size NKf ×NKf given in (43).
For the proposed PA BT DFE, the major computations include the inversion of HH H with size
(L + 1) × (L + 1) in (31), the inversion of BH RxxB with size D × D described in (30) and
the inversion of CH R̄f C with size d × d given in (51). On the other hand, the computational
complexity for estimating the OS channel matrix H using the off-line LS method requires the
inversion of SSH with size (L + 1) × (L + 1) given in (23). Finally, the major computations
in the ST MMSE DFE involve the inversion of Rf with size MKf × MKf given in (18).
In summary, the approximate complexity (in number of complex multiplications) of the ST
MMSE DFE, FA BT DFE and PA BT DFE are given as below:

• ST MMSE DFE: O((L + 1)3 + M3K3
f )

• FA BT DFE: O((L + 1)3 + M3P 3 + (MP − L − 1)3 + N3K3
f )

• PA BT DFE: O((L + 1)3 + D3 + d3)
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As an example, choosing M = 8, N = 2, P = 2, Kf = 8, D = 6, d = 3 and L = 2, yields
the approximate ratio of complexity of 900 : 30 : 1 for ST MMSE DFE, FA BT DFE and PA
BT DFE, respectively.

5.5. RECURSIVE ALGORITHMS FOR WEIGHT VECTOR ADAPTATION

For practical implementation, the adaptive diversity beamformers and BT DFE can be imple-
mented in a time-recursive fashion using stochastic gradient algorithms such as LMS [14].
This leads to recursive formulation of the solution in (28), (43), (44) and (48) [14]:

vn,p(k + 1) = vn,p(k) + µv[a(θb
n )H xin(k) − vH

n,p(k)BH xin(k)]∗BH xin(k) (61)

for n = 1, . . . , N and p = 1, . . . , P ,

q̄(k + 1) = q̄(k) + µq[s(k − d) − q̄H(k)z(k)]∗z(k) (62)

with q̄(k) = [q̄T
f (k), q̄T

b (k)]T and z(k) = [x̄T
c (k), ŝT

b (k − d − 1)]T , and

u(k + 1) = u(k) + µu[h̄c,pr (k)H x̄c,f (k) − uH(k)CH x̄c,f (k)]∗CH x̄c,f (k), (63)

where µv , µq and µu are the stepsizes for the three adaptation algorithms, respectively.
Note that in (61) and (63), xin(k), B, x̄c,f (k) and C are determined based on either H or

Hc, which must be estimated first. A recursive algorithm for estimating H is given by [14]

Ĥ(k + 1) = [ĥ0(k + 1), . . . , ĥL(k + 1)], (64)

where

ĥl(k + 1) = ĥl(k) + µhx(k)s∗(k − l) l = 0, . . . , L, (65)

where µh is the stepsize. With Ĥ available, Ĥc can be obtained using (12) and (14). For PA
beamformers, B can be obtained using (31)–(33), xin(k) can be obtain using (36) and the data
correlation matrix Rxx in (33) can be estimated by using direct sample average with a suitably
chosen data window. After W is obtained, we have H̄c = WH

c Hc, and x̄c,f and C can be
obtained accordingly by using (49) and (56), respectively. The recursive algorithm for the ST
DFE is essentially the same as (62) with the proper substitution of notations.

6. Computer Simulations

Computer simulations were conducted to evaluate the performance of the proposed receiver. A
linear array with M = 8 identical omnidirectional antennas spaced at a 1/

√
3 wavelength were

employed. The inter-element spacing was chosen for the field-of-view [−60◦, 60◦], which rep-
resents the effective angular region of operation for a linear array [8]. Note that M orthogonal
beams can be formed over [−60◦, 60◦] with the 1/

√
3 wavelength spacing. For all but one

cases, N = 2 diversity beams were formed at look directions ±6.2◦ for the sector of interest
� = [−15◦, 15◦]. The signal arrived via J = 3 independent Rayleigh fading paths with a
delay spread of L = 2 symbols and angle spread of 10◦. Two equal power CCI’s also arrived
via J = 3 Rayleigh fading paths with the same delay spread, but a different angle spread of
5◦ to account for their larger distance from the receiver. The fading gains αj ’s were assumed
i.i.d. complex Gaussian random variables with a unit variance, and treated as constant over
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the processing period of interest due to the slow fading assumption. The AOA’s of the signal
paths were centered at 0◦, and AOA’s of the sets of CCI paths were centered at −40◦ and 40◦,
respectively. The signal and CCI’s were 8-PSK modulated with the linearized GMSK pulse
shaping [18] with a time-bandwidth product of BT = 0.3. The DFE decision delay is chosen
to be d = K − 1. The input SNR (SNRi) and input signal-to-interference ratio (SIRi) were
defined as SNRi = σ 2

s /σ 2
n and the ratio of σ 2

s to CCI power, respectively. Finally, the following
“standard” parameters will be used throughout the section unless otherwise mentioned:

SNRi = 10 dB; SIRi = 0 dB; P = 2; N = 2; D = 6; Kf = 8;
Kb = 2; Ns = 300,

where D = 6 is the minimum number of degrees-of-freedom required for the PA beamformers
to effectively cancel the two CCI’s, and Ns = 300 is the minimum number of training symbols
required for the ST MMSE DFE to converge.

In each of the following simulation results, the proposed BT DFE is compared with ST
MMSE DFE. The performance statistics (DFE output SINR) were obtained as an average
from 500 independent trials, with each trial using a different set of complex multipath fading
gains, random 8-PSK sequences, and white noise sequences, but with fixed multipath AOA’s
and delays. In each trial, the channel matrix H was estimated using the off-line LS method [4],
and the correlation matrices Rxx, Rin, Rinc

and R̄inc
were estimated using direct sample aver-

age, all with Ns training symbols. As a performance evaluation index, the DFE output SINR
was calculated according to (59). Finally, the SA mode was always assumed for diversity
beamforming.

The first set of simulations evaluates the SINRo performance of the proposed receiver
as a function of input SNR. In Figure 5(a), the oversampling rate was varied as a control
parameter. As shown, for the case of P = 1, the performance of PA (partially adaptive)
BT DFE degrades at lower input SNR due to the smaller number of degrees-of-freedom for
CCI suppression. Note that with P = 1, the effective number of degrees-of-freedom for
beamforming is M − L − 1 = 5, but the required number of degrees-of-freedom for CCI
suppression is Q(L + 1) = 6, as described in the last paragraph of Section 3.2. The situation
is moderate for FA (fully adaptive) BT DFE because the residual CCI can be suppressed by the
FFF as described in Section 5.2. On the other hand, the implementation of PA beamformers
and BT equalizer depends on the channel estimate, as indicated in Sections 3.2 and 4.2.2.
With a low SNR, channel estimation is poorer, leading to further degradation for PA BT DFE.
By increasing the oversampling rate to P = 2, the BT DFE provides linear improvement with
input SNR, and achieves nearly the same performance as the ST MMSE DFE. This shows that
the beamformers can indeed provide improved CCI suppression by temporal oversampling.
Next, we varied the number of beams as a control parameter. The results in Figure 5(b) show
that the BT DFE with N = 2 beams successfully removes CCI and ISI in a joint manner
and provides a reliable signal reception at all input SNR values. However, with N = 1 beam
pointed at 6.2◦, the BT DFE exhibits a noticeable degradation especially at high input SNR.
This is because that the number of degrees-of-freedom of the DFE for ISI cancellation is
reduced by half with a single beam as compared to the two-beam case.

The second set of simulations examines the effect of input SIR. In this case, SIRi was
varied form −10 dB to 10 dB. The fixed beamformers (i.e., wn,p = ap(θb

n )) with no adaptive
nulling are included for comparison in Figure 6(a). As observed, the ST MMSE DFE and
BT DFE with adaptive beamformers successfully remove the CCI, but this is not the case
for the BT DFE with fixed beamformers. This shows that adaptive beamforming is essential
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Figure 5. SINRo performance as a function of SNRi , with SIRi = 0 dB and Ns = 300. (a) P is varied as a control
parameter. (b) N is varied as a control parameter.
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for the receiver to perform reliably even with moderate CCI present. Next, to evaluate the
influence of mainbeam CCI, the centers of the AOA’s of the two CCI’s were deliberately
moved to ±12.5◦, and the FFF length Kf was varied as a control parameter. In this case, the
adaptive beamformers were unable to remove the CCI completely, and the DFE would need to
cancel the residual CCI with its NKf adaptive weights. As shown in Figure 6(b), with strong
mainbeam CCI, the output SINR drops significantly for the PA BT DFE due to the lack of
degrees-of-freedom. However, this is alleviated for the FA BT DFE to a great extent with a
large Kf . The results indicate that mainbeam CCI can be effectively suppressed by the DFE as
long as sufficient degrees-of-freedom are available for the FFF, as mentioned in Section 5.2.

In the third set of simulations, the convergence behavior of the proposed BT DFE is eval-
uated. Figure 7(a) shows the resulting output SINR as a function of training symbol size
Ns . Both the SA mode and regular mode (NSA) are included and compared. As expected,
the performance improves as Ns increases for all receivers. Note that the BT DFE in SA
mode outperforms the ST MMSE DFE for a small training sequence, showing that the BT
DFE converges faster than the ST MMSE DFE. This is because that the BT DFE cancels
the CCI before equalization, and operates with a smaller data dimension. However, the NSA
mode converges slowly which reflects poor signal reception due to finite data samples. To
demonstrate the effectiveness of the recursive algorithms for weight adaptation, direct ma-
trix inversion weight vector computations were replaced by the recursive formulae given in
Section 5.5. The adaptation stepsizes were chosen as µv = 0.002, µq = 0.03, µu = 0.08,
and µh = 0.008. The resulting MSE learning curves in Figure 7(b) show that the BT DFE
successfully suppresses the CCI and ISI and converges faster than the ST DFE. Moreover,
the PA receiver converges slightly faster than the FA receiver. These again demonstrate that
recursive filters with a smaller dimension usually converge faster [14].

The fourth simulation demonstrates the effect of ACI incurred with the excess band-
width of the linearized GMSK pulse shaping. The scenario in [19] was considered, where
two ACI’s were generated as static GMSK signals with a given carrier frequency offset of
fo = ±200 KHz with respect to the signal, and the signal to ACI power ratio (SIRa) varied
from 10 to 30 dB. The resulting output SINR performance is shown in Figure 8. As observed,
the output SINR drops slightly for a lower SIRa, especially for P = 2. This confirms that the
advantage of working with P = 2 is offset by the presence of ACI.

Finally, the proposed BT DFE is applied to the Enhanced Data Rates for Global Evolution
(EDGE) [20] system which uses a TDMA format with a burst length of 576.92 µs and a frame
of 8 bursts (5 ms). Assume that the channel is quasi-static frame by frame. Accordingly,
we modified the burst structure with 26 training symbols (i.e., Ns = 26) as preamble and
the remaining 130 symbols as data symbols. For comparison, the ideal ST diversity receiver,
separate ST (SST) DFE [2] and cross spectral (CS) PA BT DFE [15] were examined. Note
that the ST-MMSE receiver is not included because it requires at least MKf = 64 training
symbols for weight vector computation. The ideal ST diversity receiver is defined to be the
ST matched filter under the AWGN channel assumption. In this case, its weight vector is
H, which is an MP × 1 vector (L = 0). The SST DFE consists of two separate stages,
the first stage being an MMSE beamformer, and the second stage an MMSE DFE. The CS
PA BT DFE has the same structure as the proposed PA BT DFE, except that the blocking
matrices B and C are determined via eigenvalue decomposition (EVD). The resulting BER
performance as a function of input SNR is shown in Figure 9. The adaptive weight vectors
were calculated on a burst-by-burst basis, and BER was computed using the data symbols. As
observed, the performance of the proposed BT DFE and CS PA BT DFE is close to that of the
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Figure 6. SINRo performance as a function of SIRi , with SNRi = 10 dB and Ns = 300. (a) Fixed beamformer
versus adaptive beamformer. (b) Effect of mainbeam CCI.
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Figure 7. Evaluation of (a) Convergence behavior and (b) Learning curve of recursive algorithms, with
SNRi = 10 dB and SIRi = 0 dB.
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Figure 8. SINRo performance in the presence of ACI (fo = ±200 KHz) as a function of SIRa , with
SNRi = 10 dB, SIRi = 0 dB and Ns = 300.

ideal ST receiver, confirming that CCI and ISI were successfully removed as in the AWGN
channel. However, the SST DFE is significantly poorer than the BT DFE due to its limited
degrees-of-freedom for ISI cancellation. A major disadvantage of the CS PA DFE is its high
computational complexity due to an extra EVD. The PA BT DFE is slightly better than FA
BT DFE because the FA receiver was not able to converge to its optimal weights by using the
limited training symbols offered by the system.

7. Conclusion

An ST receiver is proposed for a wireless communications system with multi-beam antenna
to combat CCI/ISI in a frequency-selective multipath fading environment. It is developed
with a two-stage procedure. First, a set of adaptive diversity beamformers is constructed for a
selected angular sector on an oversampled antenna array, which provides effective suppression
of unwanted CCI and reception of in-sector desired signals. These beamformers are realized
in the form of GSC with the aid of channel estimation, and a partially adaptive scheme is
incorporated for complexity reduction in beamforming weight vector computation. Second,
outputs of the diversity beamformers are fed into a multi-input DFE to remove the ISI, lead-
ing to a beamspace-time equalizer. A novel partially adaptive realization is employed again
based on the GSC technique to greatly simplify the DFE’s complexity. The advantages of
the proposed receiver are two-fold. First, compared to conventional adaptive beamformers,
the proposed beamformers provide improved CCI suppression by temporal oversampling.
Second, the beamspace-time DFE works with a smaller dimension than the conventional
ST DFE, leading to lower computational load and better convergence behaviors. With low-
complexity beamformers and DFE employed, the proposed ST receiver provides a feasible
solution for high data rate systems in the presence of CCI. By computer simulations, it is
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Figure 9. BER performance as a function of SNRi , with SIRi = 0 dB. The EDGE frame structure is employed,
with adaptive weight vectors updated in each burst.

demonstrated that the proposed ST receiver can achieve nearly the same performance as the
optimal ST MMSE DFE by using a much smaller number of training symbols.
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