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Narrow-Band Interference Rejection in DS/CDMA
Systems Using Adaptive (QRD-LSL)-Based
Nonlinear ACM Interpolators

Jeng-Tay Yuan and Jeng-Nan Lee

Abstract—An Mth order adaptive lattice filter automatically NBI. Rusch and Poor [3] extended the nonlinear NBI techniques
generates allM of the outputs that would be provided by M to multiple users in CDMA.
separate transversal filters. This feature may effectively sup- A lattice filter is known to be able to provide better dynamic

press the narrow-band interference (NBI) of either unknown or . . .
time-varying bandwidth (or number of frequency bands) in di- performance than its transversal counterpart especially in com-

rect-sequence code-division multiple access systems for which thePlex jamming environments (e.g., multiple jammers) [4]. One
order of the interference rejection filter that achieves the optimal highly desirable feature of a lattice filter is that it automatically

performance is unknown or constantly changing. Moreover, a lat- generates all\/ of the outputs of different orders that would
tice filter may significantly outperform its transversal counterpart be provided byM separate transversal filters, whevg is the

in complex jamming environments in which the adaptive lattice - ) - . .
filter must suppress multiple jammers, since each stage of a lattice order of the corresponding filter. This feature is useful in NBI

filter adapts to suppress anorthogonal componenbf the NBI. suppression since, in practice, the order of the interference re-
This paper develops a computationally efficient and numer- jection filter that achieves the best performance is unknown to

ically stable adaptive QR-decomposition-based least squaresthe receiver and may constantly change because the jammers’
lattice (QRD-LSL)-based nonlinear approximate conditional pan4width or the number of nonoverlapping interference bands

mean interpolator to suppress NBI effectively. Simulation results . ith K fi . C 1 ti
demonstrate that both the signal-to-noise ratio improvements 'S €ItNEr unknown ortime-varying. Lonsequently, optimum re-

and the convergence rate achieved by the proposed interpolators moval of NBI may not be achieved using a fixed filter length.
outperform those of other existing prediction-based techniques.  This paper develops an adaptive QR-decomposition-based least
Index Terms—Approximate conditional mean (ACM) nonlinear ~ Sauares lattice (QRD-LSL)-basednlinear ACM interpolator
filter, code-division multiple access (CDMA), interpolation fil- Whose computational complexity is onfy( M) per iteration to
ters, lattice structure, least mean square (LMS)-based filters, effectively suppress NBI. The proposed interpolator facilitates
narrow-band interference (NBI) suppression, prediction fil-  dynamic assignment and rapid automatic determination of the
ters, predictors, QR-decomposition-based least squares lattice it effective filter length. Optimum removal of strong NBI of
(QRD-LSL) interpolators. . - .
unknown (or time-varying) bandwidth or NBI of an unknown
number of frequency bands may therefore be achieved.

I. INTRODUCTION
ARROW-BAND interference (NBI) suppression utilizes II. NONLINEAR ACM FILTERS FOR NBI IN
the discrepancy in the predictability between the interfer- DS-CDMA SYSTEMS

ence and the spread-spectrum (SS) signal in that the former can
be accurately predicted (or interpolated), whereas the latteris System Model

wide-band and hence unpredictable. Consequerithear pre- The spread-spectrum and NBI model used herein is the
diction or interpolation of the received signal can be used &me as that used in [3]; that is, the received signal is given by
estimate the interference [1]. Vijayan and Poor [2] proposed.&;) — (k) +n(k)+i(k), where the ambient white noisg#)
nonlinearleast mean square (LMS)-based approximate congian he modeled as white Gaussian noise with variacand
tional mean (ACM) predictor that could greatly outperform itgterferencei(k) is modeled as having a bandwidth much less
linear counterpart. The rationale for the nonlinear ACM filtefhan the spread bandwidth. The SS sigrial is the sum ofV

is based on the fact that the non-Gaussian measurement nig@pendent, equiprobable, binary, and antipodal random vari-
in the prediction requires a nonlinear transformation that takggjes, whereV is the number of users in the direct-sequence

the form of a soft-decision feedback attempting to estimate thgge-division multiple access (DS-CDMA) system. Vijayan

and Poor [2] modeled the NBI as a Gaussian autoregressive
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AR(2) process [5, pp. 199, 140]. Furthermore, a narrow-batichates, that is;Zp;f(_j) = - Z{:,p bip, )1k — £ +1),
digital communl_cc_atlon signal may be gpprommated by an AR _ f<ij<k-f, whereb(n};?(k — f) is the interpola-
process of sufficiently large order, since the power spectighy coefficient at timek. The @, f)th-order interpolation error
density (PSD) of a narrow-band digital communication signak each time unit can then be define@f;@(j) = i) =ty s (),
may be approximated by that of an autoregressivejmovirﬂg_ f < j < k— f.Herein, we refer to 7athh-orderin,terpo-
average (ARMA) process. Consequently, by modeling thgsion filter that operates on the present interference estimate as
NBI as a Gaussian AR process, the resulting interferengg as;, past andf future interference estimates to produce the
suppression filter of a sufficiently large filter order may still b%. f)th-order interpolation error at its output agaf)th-order
useful in combating digital NBI that has its relevance in thﬁferpolator,where the ordeM = p+ f is assumed implicitly.
field of overlay applications. If the most recent interference estimate usedi$, then the op-
) ) timum interpolation coefficients ii],J(j) can be determined by
B. Nonlinear ACM Filter minimizing Y7 [e ,(4)]2. Yuan [7] developedrder-re-
By considering a system wit CDMA users and assuming cursive LSL interpolatorghat require onlyO (M) operations
that all users are received with the same (unit) power, the dday-utilizing a modified version of linear forward and backward
sity of the measurement noise can be shown tp[bék)] = predictions, referred to as tlietermediate forward and back-
NN [N ) . P ward predictions Because of the order-recursive structure, a
2 Zj:l J Noz[v(k) = NV + 2], which is highly non- (p, Hth-order LSL interpolator automatically generates Mll
Gaussian. If the received signalk) = i(k) + v(k) is used of the outputs that would be provided By separate transversal
directly as the input to the predictors(k) = s(k) + n(k) interpolators of all lower orders, so that the filter order may be
severely degrades the performance of interference rejectiona@fusted at any time step. As an example, when the sequence
i(k). Therefore, an optimal filtered estimate of the interferen@®FBFBF. . . is used, theV/ outputs are provided by thel sep-
i(k) based on the observatiot8 = {z(1),2(2),...,2(k)}, arate transversal interpolators of order (1,0), (1,1), (2,1), (2,2),
i(k), referred to herein agiterference estimatenust be ob- | (p — 1, f—1), (p, f—1), and p, f). This modular structure
tained and then used as the input to the predictors instead. fByilitates dynamic assignment and rapid automatic determina-
assuming that the prediction density(k)| 2"~ '] is Gaussian, tion of the most effective filter length. Consequently, optimum
given Z*, with non-Gaussian measurement nai¢), (k) =  removal of strong NBI of unknown (or time-varying) bandwidth
E{i(k)|Z"} can be obtained by employing a nonlinear trangr NBI of an unknown (or time-varying) number of frequency
formation. Consider ann+1)st-order linear predictor whosepands may be achieved. Moreover, the LSL interpolator may be
input is4(k). The output of the predictor i§k) = i}, .,(k — especially suitable inomplex jamming environmeritswhich it
1)an,41(k), referred to herein asterference predictionwhere  must suppress multiple jammers (e.g., in a CDMA environment)
i1 (k=1) = [i(k —1),i(k = 2),...,i(k —m — 1)] and since each stage of the LSL interpolator adapts to suppress an
ag1(k) = [ams1,1(k), amy1,2(k), - ., amy1,m41(k)] repre-  orthogonal componendf NBI. Fig. 1 presents a signal-flow
sents the tap-weight vector of the linear predictor at titme graph of anadaptive nonlinear ACM filtethat employs the
Therefore, the prediction errek) that represents observation2,2)th-order QRD-LSL interpolator using the sequence BFBF.
less the interference prediction can be expressed/as =
z(k) —i(k) = [i(k) —i(k)] + v(k) = e(k) + v(k), wheree(k) B. Adaptive (QRD-LSL)-Based Nonlinear ACM Interpolators
is the prediction error less the soft-decision on the spread-specAS mentioned
trum signal. Previous investigation [3] has indicated that tqu
nonlinear transformation that transforms the prediction err
e(k) to produce the optimad(k) is given by

in Section IlI, ann(+1)st-order pre-
ctor is used to compute the interference estimate
?{k). The optimum tap-weight vectom,,.1(k) of the
(m+21)st-order predictor can be obtained by minimizing
the sum of weighted forward prediction-error squares

é(k) = ple(k)] =e(k) — N +2 for 1 < j < k EF = Y0 Ai[el (j)]% where
% 1[NV o-le-N+202 /202 ek 1 ()Ae(h) =u(j) —i(j),1 < j < k,and0 < A < listhe
=1 l N> 1 forgetting factor. Since successive stages of a lattice predictor
"N /N (k)= N 425]2 /202 = are decoupled [6, p. 651], accordingly, by using the mutually
EO j ) € ' ! k uncorrelated (orthogonal) backward prediction errors produced
i=o \.

by the QRD-LSL (lattice) predictor as tap inputs that are
whereo? = E{e?(k)} — N. The interference estimate can ther?pp“ed. to a corresponding setr@fgression coefﬂmenﬁ_ﬁg be
be obtained (k) = &(k) + i(k determined), we may compute the interference prediciibi

€ obtained by(k) = é(k) + i(k). in a highly efficient manner. It is well known that a sequence of

LS uncorrelated backward prediction errors is given by
[ll. ADAPTIVE (QRD-LSL)-BASED NONLINEAR ACM

INTERPOLATORS FORNBI SUPPRESSION . ) . .
_ epp1(G—1) =[eg (G —1),el(j = 1),....en(G = 1)
A. Order-Recursive LSL Interpolators of Order; () —Lir (b = Dipga(G — 1)

When a p, f)th-order linear interpolation is used to achieve
interference rejection, the interference estimgtg is inter- whereL,,.1(k — 1) is the(m + 1) x (m + 1) lower triangular
polated fromp past andf future neighboring interference es-transformation matrix [6, p. 652]. Since bo&ﬁ+1(j -1
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Fig. 1. Adaptive (QRD-LSL)-based nonlinear ACM interpolator using sequence BFBF.

TABLE |
SUMMARY OF THE (QRD-LSL)-BASED NONLINEAR ACM |NTERPOLATION ALGORITHM

(1) Initializations (including those in the QRD-LSL interpolation algorithm in [7, Table II]):

i, ()=0
(II) Computations:

Fork=1,2,3, ...
&y (k) = 2(k) =1, (k)
é(k) = ple, (k)] .
i(k)y=eé(k)+ i, (k), where i(k) is the input of the QRD-LSL interpolator
ey (k) =eg (k) =eq (k) =i (k)
Call QRD-LSL predictions subroutine (see [7, Table II])

er (k) -ef., (k)
f)=—mal  Tmil A7)
gn (k) 1)

M-1
iy (k+1)=>"g,(k)e/ (k)

i=0

Call QRD-LSL interpolations subroutine (see [7, Table II])
&, (k)y=z2(k = f)=i(k=f)+e, (k= [)
End

, m=0,1,-, M -1

andi,.1(j — 1) contain exactly the same information, then = 0,1,...,M — 1, wheree (k), eB (k — 1), andeL, . ; (k)
predicted value off(j) based on its++1) previous inter- are already computed once the current interference estimate
ference estimates iit,11(j — 1) can also be computed byi(k) is computed and is used as the input to the QRD-LSL
using the mutually uncorrelated backward prediction erronsterpolator. Meanwhile, the interpolation errajyf(k -1
produced at the various stages of the QRD-LSL predictor, i.generated from the QRD-LSL interpolator can be used to
i(5) = al  (K)imy1(j — 1) = g5, (k)eB , (j — 1), where compute the interpolated interference estimate(k — f) with
gmt1(k) = [go(k), g1(k),- .., gm(K)] is the regression coeffi- f units of delay, referred to herein merference interpolation,
cient vector at time:. Consequently, the QRD-LSL predictorby i, ¢(k — f) = i(k — f) — eé,f(k — f). Notably,i, ¢(k — f)

for NBI suppression can also be implemented by minimizinig a more accurate version of the interference estimate than
EF = Y8 M) — gl (k)eB (7 — 1)]2 It can be its prediction counterpaty (k) = i(k) — eX; (k) due to the
shown that the optimum value of the regression coefficients ctatt that interpolation more effectively utilizes the correlation
be computed by, (k) = ((e}, (k) — el .1 (k))/(el (k —1))), between the nearest neighboring samples than its prediction

m
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Fig.2. Learning curves for six users with an AR interferer. System parameters: inputSNR) dB; filter orderA = 10 for both predictors antp, 1) = (5,5)

for interpolator; forgetting factok = 0.965 for QRD-based filters. The tap-weight update of the LMS-based nonlinear ACM prediction used in our simulations
iSami1(k) = amii(k — 1) + p(k)ple(k)]ims1(k — 1), whereu (k) is given byu(k) = (0)/[r(0) 4 (k)] andr(k) is an estimate of the input power
obtained byr(k) = gr(k — 1) 4+ (1 — 8)||Lm+1(k — 1)||?, in which0 < 8 < 1 is chosen to yield a compromise between the prediction accuracy and the
tracking capability.
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Fig. 3. SNR improvements as a function of input SNR for single- and multiuser (ten users) with an AR interferer. System parameters: filfeoiidefor
both predictors andp. f) = (5, 5) for interpolator; forgetting factok = 0.965 for QRD-based filters.

counterpart. Accordingly, a greater signal-to-noise ratio (SNR), based on theld least squares estimate of the regression co-
improvement can be achieved by using interpolation as coefficients. Next, thea priori interference prediction is fed back
pared to that by prediction. and is subtracted from the received signgt + 1) to produce
Once the regression coefficients (k), m = 0,1,..., M — theinterference estimaté:+1) attime ¢:+1) through the non-
1, are computed, tha priori interference prediction, at time linear transformation shown in Fig. 1. The resulting interference
(k+1), from the output of the QRD-LSL predictor can be comstimaté(k; + 1) is then used as the input to the QRD-LSL in-
puted byiy (k + 1) = g¥ (k)el, (k) = Zf‘iglgi(k)e?(k‘), terpolator, subsequently generatingahgiori interference pre-
whereiy; (k+ 1) represents the interference prediction(@+  dictioniy (k + 2). The same procedure continues recursively.
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Fig. 4. Effect of the filter order on SNR improvements achieved by the three filters with a digital NBIef 4. System parameters: input SNR —20 dB;
filter order M for predictors angh = f = M/ 2 for interpolator; forgetting factok = 0.965 for QRD-based filters.

The prediction erros (k) of orderM canthen be computed SNR improvement over the LMS-based ACM predictor. An
aseps (k) = z(k) —in (k) = z(k) — [i(k) — e4;(k)], while the NBI can also be modeled as a digital communications signal

interpolation error of ordeny f) can be computed as with a data rate much lower than the SS chip rate [8]. A system
- of one SS user and one digital NBI can be viewed as a virtual
ep.s(k—f) =2(k = f) = ips(k = f) CDMA system in which the digital NBI can be regarded as

m+1 virtual users [9]. A Gold code of length 31 is used as the
spreading code. Fig. 4 shows the effect of the filter orfdeon

SNR improvements achieved by the three filters. In this figure,
F I
where botr,, () ande, (ki — f) are already computed by theincreasing filter order results in higher SNR improvements for

QRD-LSL predictor and QRD-LSL interpolator, respectlvelyboth (QRD-LSL)-based ACM predictor and interpolator until

Notably, bothe (k) andel, (k — f) represent the estimates, . . .
of the SS signal by employing the ORD-LSL predictor aﬁl = 60 when the SNR improvements for both filters appear

. become steady. In contrast, the SNR improvement for the
.QRD'LSL mterpqlatqr. They can be used to compute the S %ys-based ACM predictor remains roughly the same as the
|mproyemen§, whichis a per.forr_nancfe measure commonly'usfﬁ er order is increased. The difference in SNR improvement
to verify the interference rejection filters. Table | summarizes

the (QRD-LSL)-based nonlinear ACM interpolation algorithm; etween the (QRD-LSL)-based filters and the LMS-based
predictor as the filter order is increased is perhaps because, as

mentioned in Section lll, LSL filters may be especially suited
for suppressing orthogonal components of the NBI (notably,
Computer simulations are performed to evaluate the perfane signature waveforms of the+1 virtual users are mutually
mance of the proposed interpolator when the NBI is modeled@ghogonal) in complex jamming environments, owing to the
an AR process, narrow-band digital communication signals, aedact decoupling property of the LSL interpolator (predictor).
tonal signals for unknown interference statistics (with the noigesides, the potential increase in the SNR improvement of the
power being held constantat = 0.01). The AR interferer was LMS-based ACM predictor as its filter order is increased may
obtained by passing white noise through a second-order infinitave been offset by a large excess mean square error (EMSE)
impulse response filter with both poles:at= 0.99. The rate of the LMS algorithm. The EMSE of the LMS-based algorithm
of convergence and SNR improvement are compared using th&nown to be proportional to the filter order.
LMS-based nonlinear ACM predictor [3], (QRD-LSL)-based Fig. 4 also indicates that the use of the (QRD-LSL)-based
nonlinear ACM predictor, and (QRD-LSL)-based nonlineahACM interpolator can increase the SNR improvement of the
ACM interpolator. The learning curves in Fig. 2 are generatédS-based ACM predictor by more than 12 dB for a large filter
by ensemble averaging (k) — ear(k)]? (for predictors) and order. This large gain is highly significant in practice for re-
[s(k = f) — 6£7f(k — f)]? (for interpolators). Fig. 3 reveals ducing the probability of error of the (QRD-LSL)-based ACM
that the SNR improvement of the three filters is independent ioterpolator used in suppressing the digital NBI. Similar results
the number of users and the (QRD-LSL)-based nonlinear AC&n be seen in Fig. 5, in which the NBI is modeled as a mul-
interpolator consistently provides more than around a 4.5 diple tone that consists of the sum of 20 pure sinusoidal sig-

=2k = f) = [ilk = f) = e] gk = f)]

IV. SIMULATION RESULTS
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Fig. 5. Effect of the filter order on SNR improvements achieved by the three filters with a multiple tone interferer. System parameters: iaput SNB;
filter order M for predictors angp = f = M /2 for interpolator; forgetting factok = 0.965 for QRD-based filters.

nals and is expressed &%) = 2727?:1 Ay, cos(wmk + 0,,), suitable in suppressing NBI in CDMA systems since each
where the amplitude§A,,, } are selected to be identical and thestage of the LSL interpolator adapts to suppress an orthogonal
phases are uniformly distributed on the interval (8).Z'he 20 component of the NBI.
tones used for the NBI are equally distributed in four nonover-

lapping frequency bands and cover 32% of the frequency band

occupied by the SS signdlA,,, } is chosen such that the input
SNR = —20 dB. [1] L. B. Milstein, “Interference rejection techniques in spread spectrum
communications,Proc. IEEE vol. 76, pp. 657-671, June 1988.
[2] R. Vijayan and H. V. Poor, “Nonlinear techniques for interference
V. CONCLUSIONS suppression in spread-spectrum systerfSEE Trans. Communvol.
. . COM-38, pp. 1060-1065, July 1990.
. This paper deVEIOpS a (QRD'!-SL)'based nonlinear ACM [3] L. A. Rusch and H. V. Poor, “Narrowband interference suppression in
interpolator for NBI suppression in DS-CDMA systems. The CDMA spread spectrum communicationtZEE Trans. Communvol.

complexity per update of the proposed interpolator is O(M),  42.pp. 1969-1979, Feb./Mar./Apr. 1994. , _
G. J. Saulnier, W. A. Haskins, and P. Das, “Tone jammer suppression

- : - [4]
Where. M is the filter order. The (QRD'LSL)'baseq nonlinear in a direct sequence spread spectrum receiver using adaptive lattice and
ACM interpolator outperforms the LMS-based nonlinear ACM transversal filters,” ifProc. MILCOM'87, 1987, pp. 123-127.

predictor in terms of the rate of convergence and SNR improve5] tSic-m'V'- Eﬁ;ﬁwygg‘a?ﬁssﬁ‘j?ﬁénﬁgg”;?;iloq;sgheow and Applica-
ment when the NBI is modeled as an AR process, tonal s'gnaISEG] S. Haykin, Adaptive Filtér Theory3rd ed. 7 Upper Saddle River, NJ:

and narrowband digital communication signals. Owing to the  Prentice-Hall, 1996.

order-recursive structure of the QRD-LSL interpolator, the [7] J.-T. Yuan, “QR-decomposition-based least-squares lattice interpola-
d RD-LSL)-b d l ACM i | tors,” IEEE Trans. Signal Processingol. 48, pp. 70-79, Jan. 2000.
propose (Q - )' ased nonlinear Interpolator may [8] L. A. Rusch and H. V. Poor, “Multiuser detection techniques for nar-

effectively suppress the NBI of fast time-varying bandwidth rowband interference suppression in spread spectrum communications,”
and an unknown number of frequency bands that requires_ 'EEE Trans. Communvol. 43, pp. 1725-1737, Feb./Mar./Apr. 1995.
dif tfilt q t hi fi lts. Th d 9] H. V. Poor and X. Wang, “Code-aided interference suppression for
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