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High-Speed and Low-Power Split-Radix FFT

Wen-Chang Yeh and Chein-Wei Jen

Abstract—This paper presents a novel split-radix fast Fourier where « is the switching probability(';, is the capacitance
transform (SRFFT) pipeline architecture design. A mapping peing charged or discharged when switchilg; is the supply
methodology has been developed to obtain regular and modular voltage, andf.;. is the clock rate. At architecture levet,can

pipeline for split-radix algorithm. The pipeline is repartitioned to - o
balance the latency between complex multiplication and butterfly be regarded as theperation counfor a specific module, and

operation by using carry-save addition. The number of complex C'r IS proportional to the part of a module that is being active.
multiplier is minimized via a bit-inverse and bit-reverse data For example, for a multiplier, if the operation count is MUL#

scheduling scheme. One can also apply the design methodologywithin 7" clock cycles, them is proportional taM U L#/T .
described here to obtain regular and modular pipeline for the As thea in (1) is usually determined by algorithm and its

h ley—Tukey- Igorithms. . . o .
ot F%rrgﬁojsy(/_ l;n(;}/pgﬁ]ste,:d,:?-gt%gt r;?qsuiremems arelog, N — 1 corresponding architecture, it is desirable that the chosen FFT
= : .

multipliers, 4 log, N complex adders, and memory of siz&v —1  algorithm has the least computational complexity as well as
complex words for data reordering. The initial latency isIV + 2 - the corresponding hardware complexity. Among various FFT
log, N clock cycles. On the average, it completes aN-point FFT  algorithms, the Cooley—Tukey algorithm [4] is very popular

in N clock cycles. From post-layout simulations, the maximum because it can reduce the computational complexity from

clock rate is 150 MHz (75 MHz) at 3.3 v (2.7 v), 25C (100°C) using 9 . d
a 0.35um cell library from Avant!. A 64-point SRFFT pipeline de- O(N?) to O(Nlog, N), and the regularity of the algorithm

sign has been implemented and consumes 507 mW at 100 MHz, 3.3nakes it suitable for VLSI implementation. To further reduce
v, and 25°C. Compared with a radix-22 FFT implementation, the the computational complexity, radix-4, split-radix [5], radix-2
power consumption is reduced by an amount of 15%, whereas the [6], radix-2/4/8 [7], and higher radix versions have been
speed is improved by 14.5%. proposed. In general, all of these algorithms decompose a
Index Terms—tow power FFT, split-radix FFT. lengthV (= 2") FFT into odd half and even half recursively
and effectively reduce the number of complex multiplications
by utilizing symmetric properties of the FFT kernel. The
split-radix algorithm is the best in terms of the multiplicative
HE FAST Fourier transform (FFT) and its inverse (IFFTtomplexity for NV-point FFT when the multiplications witk 1,
are essential in the field of digital signal processingt; are skipped. However, split-radix algorithm is inherently
Recently, due to the popularity of the orthogonal frequendgstegular because radix-2 stages are used for even half com-
division multiplex (OFDM) system, the demand for high-speegonents, and radix-4 stages are used for odd half components,
and low-power FFT emerges from various applicationghich results in an “L"-shaped butterfly unit.
According to the European digital video/audio broadcasting Due to the irregularity of the butterfly unit, it is hard to de-
(DVB-T/DAB) standards, an OFDM system may require FF§ign a regular and modular hardware pipeline for the split-radix
length ranging from 256- to 8192-point. Wireless local area neflgorithm. In [8], a two-dimensional (2-D) processor array was
work (WLAN) and HIPERLAN/2 systems require high-speegroposed to implement split-radix algorithm. Its hardware com-
and low-power FFT/IFFT design [1], [2]. The fourth-generatioplexity grows atO(N - log N), which makes such a design im-
cellular phone and the forthcoming new WLAN systems mayractical for largeN. In [9], a one-dimensional (1-D) linear
also incorporate OFDM system to deliver higher bandwidtirray design was proposed. Although its hardware complexity
[3]. Hence, it is important to design high-performance anigas been reduced t@(log N) only, the hardware requirement
low-power FFT for these applications. is more than twice as large as those of the other radix-4 FFT
For a static CMOS circuit, the power consumption is usuallynplementations proposed in [6], [10], and [11].
determined by the dynamic power, which can be written as  In this paper, we present a SRFFT pipeline architecture that
implements the split-radix algorithm efficiently and is suitable
Paynamic = & Cr - Vg - feun (1) for VLSI implementation. The number of multipliers has been
minimized tolog, N — 1 by means of sharing the multiplier
_ _ , between two adjacent stages. The sharing is achieved by using
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into the succeeding two butterfly units to balance the latency. TABLE |
The repartition transforms the carry-propagation additions at ~ NONTRIVIAL COMPLEX MULTIPLICATIONS REQUIRED FOR
S . " . 2"-PoINT FFT ALGORITHMS

the end of multiplication into carry-save additions, which can
further reduce power consumption and increase performance DFT size ” Radix-2 [ Radix-4 I Split-Radix
without increasing hardware cost.

The proposed design approach can be generalized to other 8 2 2 ‘
2"-point FFT algorithms based on Cooley-Tukey decomposi- 16 10 8 8
tion to obtain regular pipeline architecture as well. For com- 32 34 28 26
parison, we have implemented a 64-point SRFFT pipeline and Y o8 26 7
a 64-point radix-2 FFT pipeline. The post-layout simulation
shows that the SRFFT design can operate at 150 MHz, 3.3 v, and 128 258 204 186
25°C. We have achieved 15% power reduction and 14.5% per- 256 642 492 456
formance improvement when compared with the radixd@- 512 1538 1196 1082
sign under equal conditions.

The organization of this paper is as follows. In Section II, 1024 3586 2732 2504
we will analyze the relationships between FFT algorithms and 2048 8194 6316 5690
pipeline architecture. The proposed SRFFT architecture and 4096 18434 | 13996 12744
the multiplier folding scheme will be discussed in Section IIl.
In Section 1V, we will present the design of delay-balanced 8192 40962 | 31404 28218
pipeline architecture. Post-layout simulation and its analysis
are given in Section V. component intodk + 1 and 4k + 3 frequency components,

shown in (6) and (7) at the bottom of the page. By applying
[I. ANALYSIS OF RADIX-2" FFT ALGORITHMS (4), (6), and (7) recursively, the split-radix FFT can be obtained.

On the other hand, the radix-4 algorithm can be obtained by
decomposing (4) and (5) intdyy, Agk+2, Agp+1, and Agps
Given an input sequence,, an N-point discrete Fourier frequency components. Table | shows the multiplicative com-
transform is defined as plexity of the radix-2, radix-4, and split-radix algorithms. For
N—1 non-4' length FFT, an additional radix-2 stage is used for the
A = Z T W k=0,1,2,...,N -1 (2) radix-4 algorithm. The split-radix algorithm shows a clear ad-
ne0 vantages over the other algorithms. To understand the relation-
ship among the three algorithms intuitively, we can examine
their signal flow graphs (SFGs) as shown in Fig. 1. From the
figure, we can see the following.
o - nk o -k « Both the radix-4 and split-radix are superior to the radix-2
) —Jj-sin < ) : 3) algorithm because-;” terms are extracted.
The complex multiplications with-j are accomplished
For Cooley-Tukey radix-2 decimation-in-frequency (DIF) de- by exchanging the real and the imaginary parts of the in-
composition (2) is decomposed into even and odd frequency coming data and then inverting the sign of the imaginary
components part.
¢ The split-radix algorithm is superior to the radix-4 algo-

A. Basic Formulation and Low Radix Algorithms

where then is the time index, and the is the frequency index.
The coefficientW ¥ is defined as

W]\’;k = cos <

(N/2)-1 . rithm because more-;” terms are extracted in the SFG.
Aok = Z (T + Tntvy2) - Wi/a (4) Note that four twiddle factors are moved from the end of
n=0 the second butterfly stage to the end of the third butterfly
(N/2)-1 A stage, and two of them become trivial multiplications.
Aggq1 = Z (Tn — Tnyvy2))WR - Wija- 5)
n=0 B. High Radix Algorithms
In (5), the W} is usually referred to aswiddle factor The If multiplicative complexity lower than the split-radix

SRFFT algorithm [5] further decomposes the odd frequenejgorithm is desirable, higher radix FFT algorithms should

(N/4)—-1
Agpyr = Z (Tn = J Tt (N/2) — Tng(N/2) +J - Tnyan/a)) WH - W{JL@/@ (6)
n=0
(N/4)—1
Agpys = Z (Tn 47 Tnp(vy4) = Tng(Nj2) — 5 - Tnganyay) W WK )- (7)

n=0
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o WX/ XX W >, properties of cosine and sine functions, the valueB/gfand
SR\ A ZANNE DO Ay W3 can be written a$y/2/2)(1 — j) and—(v/2/2)(1 + j), re-
X7 VOOXXX/ MANE! -1 W A spectively. Thus, a complex multiplication with one of the two
. 14 p Yy p p
Xg JAOLGX ""f Ay coefficients can be computed using a constant multiplier and ad-
Xg W \\/é ” }Q X Ag ditions. The number of complex multiplications and the number
S/ RN ) TS of constant multiplications are summarized in Table II.
*n AR L 5 At Obviously, the radix-2/8 algorithm has lower multiplicative
*12 / * \ /XX\ ”J \/ > As complexity than the radix-8 algorithm because it extracts more
S/ : N4 7/ e S X N A W¢ andW coefficients in the SFG. According to our hardware

:: / . i/ . W, 4 i > 2’ implementation, we found that the area of the constant multi-
15

plier is one and half times of a real multiplier. Hence, one con-
stant multiplication is approximately equivalent to 0.4 complex
Fig. 1. Signal flow graph of 16-point (a) radix-2 FFT, (b) radix-4 FFT, and (cinultiplications. To compare the multiplicative complexity be-
split-radix FFT. tween low radix algorithms and high radix algorithms, one can
multiply the number of constant multiplications by 0.4 and cal-
be used. However, high-radix FFT algorithms often increaselate the equivalent number of complex multiplications.
the circuit complexity and are not easy to implement. To Itis interesting to observe that the multiplicative complexity
discuss and to compare the efficiency of high-radix algorithmaf the radix-8 algorithm derived in this work is the same as that
radix-8 and radix-2/8 algorithms are examined here. Tluod the radix-2/4/8 algorithm reported in [7]. Actually, if we ex-
radix-2/8 algorithm can be considered to be an extensiondmine Fig. 2(a) more carefully, we will find that the SFG of
split-radix(radix-2/4) algorithm by decomposing (6) and (7}he radix-8 algorithm is equivalent to that of radix-2/4/8 algo-
one more radix-2 stage. The SFGs of radix-8 and radix-2/hm. The radix-2/4/8 algorithm implements the radix-8 but-
algorithms are shown in Fig. 2. Besid&4 and+; terms,W¢ terfly using three radix-2 stages instead of one single butterfly.
andW; are also extracted from the SFGs. Due to the symmetiiberefore, we may term the radix-2/4/8 algorithm the radix-2

©)
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One Stage

TABLE I
NONTRIVIAL MULTIPLICATIONS REQUIRED FORRADIX-8 AND
RADIX-2/8 FFT ALGORITHMS

Radix-8 Radix-2/8  ——&@ | RadixrBF (X )= ...
DFT size || Complex | Constant | Complex | Constant multiplier multiplier
8 0 2 0 2
log/N Stages

16 6 4 4 6

3 20 3 16 4 Fig. 3. Conventional radix-r pipeline architecture.

64 48 32 44 38 Xn Aak

128 152 64 120 94 Xn+N/a Asks2

256 376 128 308 214 Xnenvz mn LT

512 824 384 736 494 X n+3N/4 Mn+N/4 >< > Auces

1024 2104 768 1724 1126 E Wy

2048 4792 1536 3976 2494 Fig. 4. "L"-shaped split-radix butterfly network.

4096 10168 4096 8964 5494

8192 23992 8192 19952 12046 the split-radix algorithm in Section 11l and the delay-balanced

pipeline to remove unnecessary computation in Section IV.

because of the equivalence at algorithm level. The butterfly unit . PIPELINE ARCHITECTURE FORSRFET

consists of three radix-2 butterfly stages. The radixd2sign .
proposed in [6] can be regarded as another radix-2/4/8 desifin.Previous Work
Based on this observation, we will not evaluate the performanceThe one-dimensional linear array is very popular because

of radix-2/4/8 algorithm any further. it possesses regularity, modularity, local connection, and high
The difference equations used here to compute the numbettobughput with moderate hardware complexity. Fig. 3 shows
complex multiplication for anV (= 2")-point FFT are the commonly used radix-r 1-D pipeline architecture [11].
I The number of butterflies and the number of multipliers are
M8, =8 -M8,3+7-2 -8 (8) proportional tolog, N. However, the scheme shown in the

figure cannot be applied to mixed-radix algorithms directly.
The problem arises from the irregularity of the butterfly stage
M28,, = M28,_1 +4-M28,_3+2""' —4 (9) for mixed-radix algorithms. Take the split-radix algorithm as

) ) ~an example; both (6) and (7) can be rewritten in alternative
for the radix-2/8 algorithm. One can use these equations igm py defining ¢,, — Zpy(n/2) N (5) aSM,,.

verify the correctness of Table II.

for the radix-8 algorithm, and

(N/4)-1
C. Tradeoff Among the Algorithms Agpy1 = Z (M — G - My (/) WR - W]VL’/“4 (10)
Based on the discussion in the previous sections, we can see (Nf;z)o )

that if the multiplications with+1 and+; are removed and ) 3 ook
the multiplications witht(1/2/2)(1 F j) can be realized using At = Z (7 + 5+ M (v/2)) WA - Wiys (11)
constant multiplication, the radix-2/8 algorithm will have the n=0
lowest multiplicative complexity among all the discussed algdf (4), (10), and (11) are mapped directly into hardware, the
rithms. On the other hand, the fixed-radix algorithms have mosbape of the butterfly unit would look like the one shown in
regular SFGs than the mixed-radix algorithms. However, tlk&g. 4. Such an “L"-shaped butterfly unit is difficult to be in-
radix-4 and radix-8 algorithms can be applied togbint and tegrated into pipeline architecture, and a similar problem also
8"-point FFT’s only, unless a radix-2 stage is also employed arises in radix-2/8 algorithm [7]-[9]. In [9], a delay-commu-
the pipeline. Such a limitation also exists in other fixed-raditator(DC)-based design was proposed to implement the split-
FFT algorithms but does not in the split-radix or the radix-2/Badix algorithm. Although the design achieves the multiplica-
algorithm. tive complexity of the split-radix algorithm, the hardware re-
The additive complexity has not been analyzed because igigirement is considerably much higher than the other pipeline
basically the same for all the algorithms based on Cooley—Tukaschitectures.
decomposition, as discussed in [5]. Thus, the number of addi-Table Ill compares the hardware requirement and the
tions can be further reduced if we can minimize the number ofultiplicative complexity for several classical and new imple-
multiplications and implement each multiplication using as fementations [6], [9]-[13]. The taxonomy is adopted from [6].
additions as possible. To summarize, mixed radix algorithms &plit- radix single-path delay-feedback is denoted SRSDF, and
quite attractive if regular and efficient hardware architecture c&RMDC denotes split-radix multiple-path delay-commutator.
be found. We will present the proposed pipeline architecture fBecause there are two different radiX-SDF designs, we
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TABLE 1l

HARDWARE REQUIREMENT COMPARISON FORN -POINT FFT ALGORITHM, N = 2"

Complex | Complex | Complex | Multiplicative Complex | Proposed in
Architecture | Multiplier Adder | MEM size Complexity | MEM Access
R2MDC 2(log4N-1) 4log4N 1.5N-2 Radix-2 N -logaN [10]
R4MDC 3(log4N-1) 8logsN 2.5N-4 Radix-4 N -logsN [10]
R4SDC (loggN-1) 3loggN 2N-2 Radix-4 N -logyN [13]
SRMDC 4(logsgN-1) | 12log4N-8 1.5N-2 Split-Radix N -logoN [9]
R2SDF 2(log4N-1) 4log4N N-1 Radix-2 N -logaN [11]
R4SDF (logaN-1) 8logsN N-1 Radix-4 N - log4N [12]
R22SDFI (log4N-1) 4log4N N-1 Radix-4 N -logaN [6]
R22SDFII (logsaN-1) 4logyN N-1 Radix-4 N -logoN here
SRSDF (logsN-1) 4log4N N-1 Split-Radix N -logaN here

denote the first one proposed in [6] as’8DFI and the second < N/znso_n}_.l—r_‘wmo_u =
one proposed in this work as BEDFII. We will derive the % BF Q= BF

SRSDF and RZSDFII architectures in the following sections. T Muier

(a)

B. Memory System Design

In order to compute DFT via FFT, the input data and the
intermediate results have to be reordered using memory. The
required memory size is directly proportional 1, and the - ||FF
number of memory access is proportionalMolog, N. There- T
fore, it is important to reduce both the memory size and the
number of memory access.

Take radix-2 FFT algorithm as an example. The computati@gy 5. guffering strategy. (a) Radix-2 multiple-path DC style. (b) Radix-2
of (4) cannot start until bothr,, andz,, (n/2) are available. single-path DF style.

For word-sequential I/O, the two samples will be separated by

N/2 clock cycles if one sample is available per clock cycldor computation. One of the outputs of the butterfly unit is fed
Consequently, the firs¥/2 samples have to be stored in a locaback to the IV/2 FIFO” again, which explains the name "delay-
memory until the other data sampig (/2 arrives. Similar feedback.” Data is both read from and written to each memory
constraints also exist in the other FFT algorithms. cell of the FIFO every clock cycle. The utilization rate of each

Two different buffering strategies have been developed fBtFO is increased to 100%.
pipeline FFT architecture. One is delay-commutator (DC) ar- Table Il also compares the memory requirement. The
chitecture, and the other one is delay-feedback (DF) architetelay-feedback buffering strategy can implement radix-2,
ture [6], as shown in Fig. 5. The DC approach is shown irdix-4, radix-2, and split-radix algorithms with onlyN — 1)

Fig. 5(a). At the firstN/2 cycles, the firstV/2 samples are memory words. On the other hand, DC buffering strategy
stored in "N /2 FIFO_I". At the nextN/2 cycles, the butterfly requires 1.5 words or more. Note that each word actually
receivesr, (n/2) from the input andr,, from "N/2 FIFO_I"  comprises of real-part and imaginary-part for complex FFT.
and generates outputs according to (4) and (5). Meanwhile, olgparently, DF strategy is preferred as the memory size is
of the results generated by the first butterfly is stored iMfg2  proportional toN, whereas the number of multiplier, pipeline
FIFO_II,” and the other one is fed to the multiplier directlyregister, or butterfly unit is of orddbg,. IV only.

During the N cycles, data are stored into th&//2 FIFO_I" Except for the size of the memory, it is also important to
FIFO in the firstV/2 cycles and then are read from the FIFO iminimize the access to the memory in order to reduce the
the secondV/2 cycles. As a result, the utilization rate of eaclpower consumption. In general, the number of memory access
FIFO is only 50%. is related to the radix of FFT algorithm becausg, NV radix-r

For DF style as shown in Fig. 5(b), the incoming samples astages are used for @h-point FFT pipeline, as shown in Fig. 3.
stored in the /2 FIFO” during the firstN/2 cycles. When Global memory access occurs only when data enter or leave
Tnq(n/2) arrives, the inputs of the radix-2 butterfly unit willeach stage, and therefore, it is proportional to the number of
receiver,_ (n,2) fromthe inputand:, fromthe feedback FIFO stages in a pipeline. Taking the radix{@peline as an example,

N/2 FIFO

N/4 FIFO
@ BF

Multiplier
(b)
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we can see that it has the same number of global memafythe second multiplier drops to 25% only, which is very
access as radix-2 pipeline, although it performs radix-4 Fhiefficient. To reduce the number of multipliers, a multiplier
algorithm. The number of local memory access inside a radixsinaring scheme is developed here. At first, we try to use only
stage also depends on the design of BF. For example, a radiaré multiplier for two successive stages, as shown in Fig. 7.
BF operation can be implemented using one radix-4 stagefmresource conflict problem arises if we use a conventional
two radix-2 stages with local memory buffer. Compared witata scheduling scheme where the sum of a butterfly is sent to
a single radix-4 stage, the latter one has lower cost but mahe next stage and the difference of a butterfly is fed into the
local memory access. Table Il also shows the number of globalffer. The definitions osum of a butterflyand difference of

memory access for the pipeline based architectures. a butterflyare in accordance with a common radix-2 butterfly.
The data coming from the two butterfly units will both require
C. Proposed Delay-Feedback Pipeline Architecture multiplication simultaneously in certain cases when a conven-

] . ) . ) tional data scheduling scheme is used.
Based on the discussions in the previous sections, we caky golve this problem, we proposebit-inverse and bit-re-

conclude that a gqod pipeline architecture for the FFT ShO%rse(BIBR) data scheduling scheme. The BIBR scheme ex-
possess the following features. changes the order of output sequences from butterfly stages.
* At algorithm level, it should achieve the multiplicativeThus, for each butterfly unit, it stores the sum into the buffer
complexity as low as possible. and propagates the difference to the next stage first. The final
* It should be suitable for any power of two length FFT.  output data sequence becomes BIBR order, instead of bit-re-
+ Atthe architecture level, use the delay-feedback bufferingrse for the conventional scheme. Table IV compares the two

strategy to minimize the memory size. ~ data scheduling schemes. It is clear from the table that when the
* Itshould have modular and regular modules, local routinfhput data sequence, is in normal order for both schemes, the
and low control complexity. output sequencd;, will be in bit-reverse order for the conven-

We achieve these features pyojection mappingwhich is a tional scheme and in BIBR order for the proposed scheme.
technique from systolic array [14]. At first, we observe that Finally, the SRSDF pipeline architecture described in
conventional fixed-radix pipeline architecture can be obtaind@ble Il is obtained. A similar design procedure can be
through folding the SFG at the vertical direction. Fig. 6(agpplied to obtain SDF pipeline for any algorithm based on
uses radix-4 SFG as an example. The BF_| unit implemeri&ooley—Tukey decomposition. However, the BIBR scheduling
common butterfly operation. The BF_Il unit operates in twecheme does not eliminate the multiplier resource conflict for
modes. For the first mode, it works just as the BF_I unit. Féhe R28SDF pipeline for the radix-2/8 algorithm when we try
the second mode, the input data will be multiplied by;j* to use onlylogg N — 1 multipliers. The R28SDF FFT pipeline
before normal butterfly operation. Due to the spatial regularigfill requires log, N — 2) complex multipliers and constant
of the SFG of radix-4 algorithm as shown in Fig. 1(b), théwltipliers. Further study is required on the issue of reducing
coefficient “—j” exists at the beginning of odd stages onlythe hardware requirement for the R28SDF pipeline.
Therefore, BF_|is used at even stages, and BF_|Il is used at odd
stages. The obtained radix-4 FFT pipeline can use either the IV. DESIGN OFDELAY-BALANCED PIPELINE
DC or DF buffering strategy to store intermediate data. When
single-path delay-feedback (SDF) buffering strategy is chosé%,
the RZSDFII FFT pipeline listed in Table Ill is obtained. The design of a complex multiplier is essential for any com-
Clearly, it uses the same number of butterfly units, multiplierplex FFT implementation because it consists of four real multi-
and the same memory size as the?’8RFI FFT pipeline. plications and two real additions. In addition to the large area,
Although the R3SDFI architecture was obtained through #he latency of the FFT pipeline is often limited by the latency of
different manner, we believe that the two ¥8DF designs are the complex multiplication as well. Hence, many efforts have
equivalent at both the algorithm and at the architecture leveldieen devoted to reducing the latency of complex multiplication
Based on the above procedure, we do the projection masd minimizing the power consumption.
ping for split-radix in the same way, and the result is shown The equation for complex multiplication can be written as
in Fig. 6(b). The BF_II unit is used at every stage except for
the first stage, and two multipliers are used. Compared with the W = Ag+jAr = (zg-Wr—x1 Wi)+j(zg-Wi+z1-Wg)
R2?SDFII pipeline, the obtained pipeline architecture for the (12)
split-radix algorithm uses more BF_II units and one more multivhere ther refers to the incoming data from the previous stage,
plier. The overall structure is still regular and suitable for VLSW is the twiddle factor, and! is the result of multiplication.
implementation, and the control of the BF_II units and multiReal part and imaginary part data are denoted using subscripts
pliers is similar to the R2SDFII pipeline. Note that buffering 5 and;, respectively. To obtain eithet or A7, two real multi-
style in the figure is not specified as it can be determined by tpécations and one real addition are required. Rather than design
designer. We will use DF style throughout this paper. a new complex multiplier, we decided to repartition the pipeline
The problem of the obtained pipeline architecture fdo balance the latency because the basic problem for all of the
the split-radix algorithm is that the number of multipliergrevious designs is that the latency of a complex multiplication
is the same as radix-2 pipeline architecture, which equadsin general twice as long as that of a butterfly operation. Al-
2(logy N — 1), as shown in Table lll. The utilization ratethough three-multiplication scheme can be used to reduce the

Two-Stage Pipelined Complex Multiplier Design
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Fig. 6. Projection mapping of (a) Radix-4 SFG. (b) Split-radix SFG.

At first, the partial products of the two multiplications are
generated using modified-Booth encoding [16], [17] and then
fed into a Wallace tree [18], [19]. The remaining two rows of
partial products from the Wallace tree are converted to a two's-
complement format using a final adder. Fig. 8(a) shows the
structure of the generated multiplier before repartition. CPA de-
Fig. 7. Multiplier sharing scheme for the two successive stages of SRFpbtes carry-propagation addition as the final addition has to be
pipeline. . .

accomplished via a CPA adder.

The latency of each block in Fig. 8(a) is estimated as fol-
area, it will further increase the latency of complex multiplicalows. Based on the multiplier optimization algorithms proposed
tion due to the encoding/recoding process [15]. Therefore, timg20] and [21], the latency of several multipliers with different
repartition focuses on the balance of multiplication and butterflyordlengths are listed in Table V. Note thétis the wordlength
operation, and it can be applied to either the common complekWr (W7;), L is the wordlength oftr (x), and the latency
multiplication or the three-multiplication scheme. is normalized with respect to the delay of two inpytsR gate.

Share
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Fig. 8. Multiplier sharing scheme for successive two stages. (a) Multiplier before partition. (b) Add one pipeline stage. (c) Merge the fimahétdititterfly.

TABLE IV TABLE V
COMPARISON OFOUTPUT DATA SEQUENCE A, FOR CONVENTIONAL SCHEME LATENCY OF WALLACE TREE AND FINAL ADDER FOR(z g - W — x; - W)
AND THE PROPOSEDSCHEME OR(xzgr - Wi + x; - Wg) OPERATION

Input data || Conventional Proposed Size Merged Wallace | Final Adder

T order order (BR) | order (BIBR) MxL || Tree (XOR gate) | (XOR gate)
000 000 111 12x14 8.5 5.0
001 100 011 12x16 8.5 5.0
010 010 101 12x18 8.5 5.0
011 110 001 12x20 8.5 55
100 001 110 12x24 85 5.5
101 101 010 12x28 8.5 55
110 011 100
11 1l 000 vious stage are stored in a buffer. During the second phase, the

data are computed according to (4) and (5), or (10) and (11), to

As the latency of a Wallace tree is related to the height of tliemplete the butterfly operation for split-radix algorithm. The
array formed by the partial products rather than the witltlt, modification here is done as follows. During the first phase, the
andW; are encoded using modified Booth encoding to generagarry-save format data from the previous stage are converted to
partial products. The height &/ + 2 for the merged Wallace two’s-complement format using the adders and subtractors of
tree with modified Booth encoding. However, iif is smaller the original butterfly unit. The data is then stored into the buffer
than}M, thenz should be encoded to reduce the height. Becauas usual. During the second phase, the incomingatay /2
the wordlength of the twiddle factors is fixed at 12-bit (/)  (m,, 1 ,4) in carry-save format and the stored dafa(m.,) in
in our design, the latency of the Wallace tree is fixed ab@B two’s-complement format are sent to carry-save adders, i.e., one
gates. The latency of the final adder ranges from 5.0 tx66  row of full-adders, to replace the original CPA with a carry-save
gates. If a butterfly unit uses fast CPAs for butterfly operatiomddition (CSA). The CSA is modified such that it can be used to
its latency will be approximateljog, L + 1 XOR gates [22]. compute eithers, j:;pleN/Q)) or (m, ij'mZ+N/4)- The su-
Therefore, the latency of the butterfly is around five or:sdR  perscript ‘s” denotes that the data is in carry-save format. The
gates. The latency of each stage before partition is also showminputs of the CSA are then fed to the original butterfly unit
Fig. 8(a) based on the above estimation. If we partition the coma- complete the computation. Note that the latency of a CSA
plex multiplier into two stages to balance the delay and do nigtfixed at twoxor-gate delays, regardless of the wordlength.
modify the butterfly unit as shown in Fig. 8(b), the repartitiorTherefore, the latency becomes &@r gates for the multiplier
will cause the area to increase due to the insertion of additiosshge and 8 2 + 6) XOR gates for the butterfly unit.
pipeline registers and will increase the total latency of the FFT.
To avoid these problems, the final addition of the multiplier ié
merged into the butterfly units, as shown in Fig. 8(c). The but-
terfly operation has been modified to take the final addition into The benefits of the proposed design are manifold. At first, the
consideration. delay of the multiplier and the butterfly unit is now balanced.

As discussed in Section llI-B, the butterfly operates in tw8econd, the total number of the clock cycle will remain the same
phases. During the first phase, the incoming data from the pess-that of the original design. Third, since the CPA of each mul-

Benefits of the Delay Balanced Pipeline Design
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Fig. 9. Example of a delay-balanced SRSDF fr= 16 with minimized number of multiplier. The word-length is increased by one bit at each stage. The
bp_pre_in and bp_nxt_in are used to bypass pre_in and nxt_in, respectively, when either of them does not require a multiplication.

TABLE VI The bf_mode signal is a 2-bit local control signal that
HARDWARE COMPARISON BETWEEN THE ORIGINAL DESIGN AND THE propagates with data. The three different states indicated by the
DELAY-BALANCED DESIGN . . . .
bf_mode signal are defined in Table VII. When a butterfly unit
Design Original Delay balanced receives st_normal from previous stage, it will generate sum
according to (4) and generate difference according to (5). It will
also generate a new bf_mode signal for the next stage according

Resource CPA Pipeline | CSA | Pipeline

Register Register to Table VII. Similarly, if it receives st_mulj, it will multiply
Area Llog2L 2L 2L 4L the input data with = ;" and then generate the sum and the
Note For L=16, the cost is difference. If a st_csa signal is received, the butterfly will send

the incoming data into a carry-save adder and then generate
correct outputs, as explained in Section IV-A. Therefore, three
different butterfly units, BF_I, BF_II, and BF_lII are used in
tiplication has been converted to CSA, the power consumpti8HS design. BF_I can accept st_normal, and BF_II can accept
can be reduced by an amount of st_normal and st_mulj. BF_lII can accept any one of the three

states defined in the Table. The bf_bypass signal in the Table is

ReducedCPA, . = 2x (CPA,.,» — CSA,.,)xCMul# (13) generated by bg, N —1-bit counter labeled with "bf_counter”

in Fig. 9. The MSB is connected to the first butterfly stage so
where CP4,,,. denotes the power consumed by a CPA opethat the first stage will change its state evéfy2 clock cycles.
ation, CSA,,,» denotes the power consumed by a CSA, argimilarly, the {og, N — 1 — k)th bit of the counter will be
CMul denotes the number of complex multiplication for agonnected to théth butterfly stage, as shown in the figure.
FFT. Note that there are two CPAs for each complex multiplicgyhen bf_bypass is “1,” the data will be bypassed and stored
tion. In addition to the power saving due to the conversion frofito buffer. When it is “0,” the butterfly will carry out one of
CPA to CSA, the reduced latency can also be employed to tRe three possible BF operations specified by bf _mode.
duce the power consumption via voltage scaling techniques. The gperation of the multiplier is determined by the bf_mode

Moreover, the repartition will not increase the total hardwarggnms from the previous and the next butterfly units and the
cost. Table VI compares the cost of the original unbalanced ggu|_mode signal from the twiddle factor table, which is labeled
sign and the proposed balanced one. Assume that the cosj@ky in Fig. 9. The bf_mode from the previous butterfly will
one bit full adder (FA) is equivalent to one bit register. For thge connected to pre_mode port, and the other one from the next
original design, the CPA costslog, L FAs, and there arel2 pytterfly will be connected to nxt_mode port, as shown in the
pipeline registers in our SRSDF architecture because each ”ﬂ@}ure. When none of the bf_mode signals is in st_csa state, the
tiplier is _connected to two t_)utterfly units. When the CPA igjaia from both butterfly units are simply bypassed. When one
merged into the butterfly units, we need two sets of CSA fQji the bf_mode is in st_csa state, the multiplier will multiply
the two butterfly units, and the number of pipeline register s incoming data with a twiddle factor, and the other one will
doubled to 4. due to the carry-save format. The hardware cogk pypassed. Note that the pre_mode and nxt_mode signals will
is about the same for the two designs whee: 16. not be both in st_csa state simultaneously because the proposed

] BIBR data scheduling scheme is used. The twiddle factor table
C. Control Signals for Delay-Balanced SRSDF follows similar rules to deliver correct twiddle factor for mul-

A delay-balanced SRSDF pipeline fof = 16 is shown in tiplication. The mul_mode signal from the table is set to one
Fig. 9. We use both local control signals and global control sig¢thenever current multiplication is trivial and can be skipped.
nals to synchronize the whole pipeline. The operation for a b@nly if the trivial multiplications are eliminated can the mul-
terfly unit is determined by the receivéd mode andbf _by- tiplicative complexity of the SRSDF be as low as indicated in
passsignals and is described as follows. Table I.

approximately the same.
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TABLE VII TABLE IX
STATES INDICATED BY BF_MODE AND THE STATE TRANSITION TABLE PERFORMANCE COMPARISON OF64-FOINT FFT RPELINE
bf_mode | State Next State Architecture || Gate Count | Critical Power (mW)
bibypass='1’ | bi-bypass='0 Path | @100MHz, 3.3v
00 st_.normal | st_normal st_mulj
- R22SDFII 40682 7.13ns 594.24
01 st_mulj st_csa st_csa
11 st_csa st_normal st_mulj SRSDF 38168 6.09ns 507.85
Improvement 6% 14.5% 15%
TABLE VIII
AREA PERCENTAGES OF THEMODULES OF THE64-ROINT SRFFT
Category | Control Datapath Feedback
BF [ MUL l ROM memory
Area l 0.51% | 31.89% | 46.57% | 2.06% 18.94%

For an SRSDF design without delay balancing, thenode
local control signal is the additional control overhead compared
with a RZSDF or R4SDF design. Note that the folding of mul-
tiplier is achieved by using BIBR scheduling and therefore does
not increase any control complexity except for the multiplexers
required at the input and output of a multiplication stage. The
st_csastate is needed only when delay-balanced architecture
is employed. The other control signals, suchbéscounteror
mul_modeare commonly employed in pipeline-based design.
Thus, the overall control complexity is increased slightly due to
the local control signal. The area percentages of control, data-
path, and feedback memory for the 64-point SRSDF FFT are
summarized in Table VIII. The size of control logic is very smalihesized using the design analyzer from Synopsys. Automatic
compared with the other components. If the hardware for dgitacement and route is done by Apollo from Avant!.
multiplexing in multipliers and BF units is considered as con-
trol logic, the percentage of control logic will be increased tB. Area, Power, and Timing Performance

approximately seven. Most of the increase comes from the mul~r4pje 1X summaries the performance of the two designs. The

tiplexers for data routing in multipliers. SRSDF design can still function properly at 150 MHz at 3.3V or
75 MHz at 2.7 V, whereas RSDFI| cannot. The layout view of
the 64-point SRSDF FFT chip is shown in Fig. 10. Itis pad lim-
o ited with a core area of 1902m (H) x 1820um (W). The gate
A. RZSDFIl and SRSDF FFT Pipelines count and the critical path are reported by the synopsys design
For comparison, we have implemented a 64-pait-£ 64) analyzer, and the power consumption is reported by PowerMill.
R2?SDFII pipeline and a 64-point delay-balanced SRSDF FFllhe functionality of both SRSDF and B2DFII are verified by
pipeline because they have similar hardware cost and perftre post-layout simulation done by TimeMill. The SRSDF FFT
mance, as shown in Table IIl. Note that althouglf&2FIl is pipeline can achieve a higher clock rate because of the well bal-
obtained through the procedure described in this work, its pemce of the multiplication and the butterfly operation. The novel
formance should be similar to the BZDF described in [6]. SRSDF FFT architecture achieves about 15% power saving and
The input uses 12-bitl{ = 12) for the real part and 12-bit 14.5% speed improvement compared with thé S2FIl FFT
for the imaginary part. To avoid overflow, the wordlength is adpipeline. The power consumption for SRSDF oPBDFII does
justed by one bit at each stage, as shown in Fig. 9. The outpgtree with the model predicted by (1). For example, the power
is 20-bit for both real and imaginary parts for a 64-point FFtonsumed by the SRSDF is 259 mW when supply voltage is
pipeline. The wordlength of the twiddle factors is fixed at 12-biteduced to 2.7 V. If we take the area into consideration, then
(= M) for real part and imaginary part. The result of multhe power reduction contributed by the delay-balanced pipeline
tiplication exceeding the required wordlength is truncated dind the split-radix algorithm is about 10%. However, whén
rectly. These parameters, including theL, andM , are config- is 64, the number of multiplication for the two designs differs
urable. The design is described using C/C++ language at firstap four only. It means that most of the 10% power reduction
verify the functionality and the effects of fixed point arithmeticshould come from the delay-balanced design. The strength of
The C/C++ program is then converted to Verilog and then sythe split-radix algorithm will not be significant whe¥i is small.

Fig. 10. Layout view of the 64-point SRFFT.

V. SIMULATION AND ANALYSIS
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This paper presents a novel delay-balanced SRSDF pipeline

VI. CONCLUSION AND FUTURE WORK

architecture, which is regular and extensible for aflypdint

FFT. Most of the conventional radix-r FFT pipeline has the re-,
striction that the length of FFT has to be power of r. We remove
such restriction by using split-radix algorithm. Compared with
the RZSDFII design, it saves 15% power consumption and 69412
hardware cost and reduces the critical path by 14.5%, accordings)

to the post-layout simulation based on the 0.35 Avant! cell

library [23]. Thus, it does not only achieve the minimum hard-
ware requirement but also saves the power and increases t

maximum clock rate at the same time.

The 1-D linear array for the other FFT algorithms can be ob-
tained via similar mapping procedure, and the delay-balancegs)
pipeline architecture can also be used when higher clock rate

and lower power consumption are desirable. The comparison

the fixed-radix and mixed-radix algorithms also provides usefu}1s]

information for a designer.

For the radix-2/8 algorithm, we also propose a R28SDH!
pipeline architecture in this work. It has low computational|20]
complexity but a high hardware cost as well. We will develop a

cost-effective solution for R28SDF architecture in the future.

As mentioned in Section 11-B, the number of global memory
access for low radix algorithms can be reduced by using higf2]
radix pipeline structure. This is also considered as our futur?B]
research direction because it may save significant power for

OFDM systems with long length FFT.
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