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Error-Resilient Image Coding (ERIC) With Smart-IDCT Error Concealment
Technique for Wireless Multimedia Transmission

Yew-San Lee, Keng-Khai Ong, and Chen-Yi Lee

Abstract—The fields of multimedia and wireless communi- VLC Table — m ‘ ;
cations have grown rapidly in recent years, leading to a great alo0 |Encoding| | 0 |0 [10] 1101 [10] 0 | 1101 | 1100 |
demand for an image-coding scheme that has both compres- b |10 aab d ba d ¢
sion and error-resilient capabilities. Because bandwidth is a ¢ | 1100 l \l/l\l/ l /
valuable and limited resource, the compression technique is d| 1101 ! 3 LA .
applied to wireless multimedia communication. However, strong - , i
data dependency will be created while the bit-rate reduction is \Decoding| [ 0 [7 [10] 1101 [10] 0 [ 1271 | 1100 |
achieved. Transmission errors always results in significant quality V ——
degradation. In this paper, an error-resilient image coding for channel “proren ™" channel
discrete-cosine-transform-based image compression is proposed. error error

It can successfully prevent errors from propagating across image
block boundaries with little overhead. Additionally, a novel
post-processing error concealment scheme is presented to retain

low-frequency information and discard suspicious high-frequency gented to reduce the error propagation distance. Although these

information. Low-resolution information, rather than total . . .
corruption, can be obtained during the image-decoding process. VLCs can perform effective resynchronization, the following

Because of low complexity and latency properties, it is very correctly decoded coefficients are shifted to inappropriate
suitable for wireless mobile applications. Simulation results show frequency bands.
that good image quality (PSNR = 31.78dB) and a low fraction Another popular approach is to periodically insert a synchro-
of corruptive blocks (less than 5%) can be achieved even when the nization marker (SM) into the bitstream. Synchronization can
bit error rate is 0.1%. be regained when a valid SM is detected. However, SMs cannot
_ Index Terms—Discrete cosine transform (DCT), error resilient, he inserted frequently since they significantly increase the re-
image coding, synchronization, VLC. dundancy. Recently, error-resilient entropy coding schemes [7]
have been proposed. They reorganize blocks of various lengths
|. INTRODUCTION into fixed-length blocks to prevent propagation of errors. The
decoder can synchronize each image block with a low overhead.

iIrITFTLEisuTal:I?L:nricci:lsr;{tranesargsscl:%gzizIbggr?dmvx?ié?ﬁ r;ﬁibwever, much computation power and a large memory buffer
valuablega)r:dplirrr)ﬂted resource yand éo compression techni aées required. In [8], the amount of data in each image block is

. ' . P Y& Rsmitted as side information. Thus, the decoder can use this
for reducing the data rate are applied. However, a strong d

‘?H%rmation for block synchronization. A coding scheme is pro-

dependency always occurs when the bit rate is reduced. An ; .
. . ) . sed for DCT-based image compression that can prevent errors
transmission error over a wireless noisy channel can distor . :
. " rom propagating across the block boundary with an acceptable
large areas of an image. A traditional method uses forwar " - .
. : .. gverhead. Additionally, an efficient post-processing error-con-
error-correcting (FEC) codes. But, adding redundant infor- :
Iment scheme is presented to recover usable data from er-

: . . a
mation compromises the compression rate. Moreover, FEC Co
: . ; .~ Toheous blocks. Hence, a low-resolution image, rather than a
decoding latency is unacceptable for real-time applications :
tally corrupted image, can be restored.

Many compression standards (JPEG [1], MPEGI2], |_|'261[3?This paper is organized as follows. Section Il describes the

use variable-length coding (VLC) as entropy coding for further o . .
) . : error-resilient coding structure. In Section Ill, we present the
increasing compression rate. Because codewords have various

) . .Bost—processing error concealment scheme. Simulation results
lengths, error bits can cause decoder loss of synchronizatign.

- : and performance comparison are given in Section IV. Finally,
Errors may propagate for an uncertain distance until decoder IS . o .

. . - we provide our conclusion in Section V.
resynchronized. An example is given in Fig. 1. Several VLCs

(B2-code, T-code[4], HVLC[5], and RVLC[6]) have been pre- |

Fig. 1. Error propagation of VLC.

|. DATA STRUCTURE OFERRORRESILIENT IMAGE CODING
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/-\ BAI specifies bit count of each encoded block 0 EOB JPEG run/size AC symbols
n bits 2" bits 1 | run=0size=1
<> 2 | run=0 size=2
ki I Block Align Information 3 | run=0size=3
BAI (n) block data (n) I Encoded block information 4 | run=0size=4
BAI(nt1) |block data(n+1) | Tnsert dummy bits 5 | run=0size=5
BAI (n+2) | block data (n+2) | o ——

ERIC modified run/size

AC symbols
~DC_ AC N I:] VLC
v 7777 > 7 8
DC I Run/Size W Run/SuTW Run/Size %/; ,,,,,, FLC

Each block is coding same with the JPEG, except for using fixed length
DC and removing the End-of-Block symbol

Fig. 2. Error-resilient image-coding bitstream structure.

coefficients that are different from the JPEG predictive codin¢
scheme. For ac coefficients, the JPEG run/size-magnituc
coding scheme is applied. Only certain codeword patterns a
changed. The encoded bits of each image block are record
as block alignment information (BAI). These BAI data are
protected by RS codes and are sent as side information. The _ o

added redundancy is less than 1% (160 bytes); 8 bytesF('?f' 3. JPEG run/size ac symbols reorganization.

After removing the EOB (symbol-0)
and reorganization, the code length
of symbol-11 (run=1,size=1) can be
reduced from 4 to 3

erroneous data can be correctly recovered. Here, all burst TABLE |
errors are assumed to be no longer than 64 bits. Accordingly, BAI OVERHEAD AND NUMBER OF DUMMY
BAIl data can be received correctly for block synchronization. BITS INSERTEDWITH VARIOUS BAI UNITS

Fig. 2 depicts the proposed image-coding scheme. Each blc

; : _ oA ; i | 22a 1 o i i §
consists of a fixed-length dc and run/size-magnitude VLY 2 | kB (BAI) Z"’*-? (Dummy Bits) | Total Overhead
i g s iy

codewords. End-of-block (EOB) symbols can be remove

since BAI can be simply used to align the block. After the EOE 1 8 bits/block 0 bit/block 8 bits/block
symbol is removed, the VLC table is reorganized to furthe 2 7 bits/block 0.5 bit/block 7.5 bits/block
improve the compression rate, as shown in Fig. 3. 4 6 bits/block 1.5 bits/block 7.5 bits/block

The BAI data size must be minimized to reduce total redur g 5 bits/block 3.5 bits/block 8.5 bits/block

dancy. Generally, the unit of BAl can be set from 1 bi2tdbits. 16 4 bits/block 7.5 bits/block 11.5 bits/block

When the block size is not an integer number of BAI units,
dummy bits are inserted to fill the gap. The number of dummy
bits can be reduced if a small BAI unit is used. Here, the max
imum data size of each image block is define@%bits and the

0/62,0/14,
016,073,

0/62 ,0/14
016, 0/3 ,

. S . 0/8, 13, B 7,13,
size of the BAI unit is2B bits. The BAI wordlength becomes -5,0/-1, B /5,01,
K-B bits. Because various dummy bits insertions have eque 01,01, 01,001,

. 9B _q . B i K . 6/2,6/-1, 6/2,6/-1,
probability,y ", ~ix1/2” dummy bits are required to fill the EOB EOB
gap. Table | analyzes BAI overheads. The optimal overhead i i A
obtained with a BAI unit of either 2 or 4 bits. A large BAI unit is o e
preferred to minimize the FEC redundancy. Image locality char
acteristic causes most neighboring blocks to have similar size o Vi
and information. The predictive coding scheme can be exploite 016,03, N
to reduce further the BAI overhead. If the data sizes of two con 47,13, 0/16.0/3
secutive blocks are similar, only the difference between them i 0.1 319 EOB
encoded. 226

’ EJ < - R £
Ill. POST-PROCESSINGERROR CONCEALMENT " brerco:u';:?;?na i ; ’mi'.’;’fiﬁf.%'e’ﬂifi""

An efficient post-processing error-concealment scheme is

177

ful i . . f high l Wh Fig. 4. Low-resolution image retrieving. The run/level (the level is the
very useful in recovering images of high quality. €N aplantized value) symbols shown on the right side of each image form the

erroneous block is detected, a decoder can retrieve informatielated images after performing inverse-quantize and IDCT.
by predicting the probable correct data. In run-length coding,

an incorrect “run” value shifts all the following ac coefficientoefficients are to be retrieved and suspicious coefficients
to inappropriate frequency bands. Even though it can be reswne discarded. Accordingly, a low-resolution image, rather
chronized quickly, image quality is degraded, as illustrated than a totally corrupt image, can be restored, as shown in

Fig. 4. Since errors do not always occur at the beginning of &ig. 4(d). This is the main concept that underlies the proposed

image block, some error-free coefficients probably exist. Thesmart-IDCT post-processing error-concealment scheme.
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Fig. 5. Post-processing error-concealment decoding flow.

The post-processing error-concealment decoding flow is de-;

% } Error AC
Y.
A
DG
) . AC error may cause the
DC error will only shift pixel values exceeding
the values out the valid both valid range boundary
In normal case, only range in one direction after transforming into
o after transforming into spatial domain
certain pixel values " h P
" spatial domain
may exceed the valid
range after tranforming
into spatial domain
Y

Fig. 6. Dc and ac error detection.

f (poscounter ==0 || negcounter ==0) { I as-

picted in Fig. 5. After IDCT, a simple error-detection scheme ¢,me dc error

is used to check each image block. If no error is detected, the
image block will be output normally. Otherwise, error-conceal-

array[0] =avg(array_neighbor(0]); Il re-
place dc by neighbor dc average value

ment flow is applied to fix the block. The erroneous dc and ac IDCT(array);

coefficients can be detected separately. First, the dc coefficient 5515 check;
is checked. If it is erroneous, it will be replaced by the average
dc value of the neighboring blocks. Then, the following ac co-
efficients are checked. If the ac coefficients are contaminated
the largest ac value and the following coefficients in zig-zag

Il checking again after dc
repairing
else {

loop{
J = Position(max(Array)); /I position of

scanning order are removed. These ac values always dominajg, largest ac coefficient

the visual pattern and so are removed to extract an acceptable j (=0){
low-resolution image. Then, IDCT and ac error detection arege
performed again. These error-detection and removal procedures
are repeated until either no ac errors are detected or all ac coeffi-
cients have been deleted. If these procedures are executed until for(i
only adc coefficient remains, then all ac coefficients are restoreda,,ay[zigzag[l]]:a.

/I remove ac’s until remaining
return original array

IDCT(array), return;} /I process end !!
else {

=0 < 64| ++)

/I remove the

and output. Consequently, only suspicious high-frequency in'largest coefficient and the following
formation is discarded, which is less visible to the human eye.. efficients
The efficiency of error detection determines the performance of IDCT(array);

the scheme. More accurate detection of errors can recover better 5, Check}
image quality. Practically, an optimum solution is hard to find.

/I checking again after
ac’'s removing

Pseudocodes of the post-processing error-concealment proceg;

dure are provided below.

Check:
reset poscounter and negcounter;
for (i =0;i <64;i ++){
if(arrayli] > MAXvalue) poscounter  ++;
else if(arrayli] < MiINvalue) neg-
counter ++;}
if (poscounter + negcounter < THRESHOLD)
return; /I assume block has no error,
process end !!
else Goto Repair; /I processing error con-
cealment
endCheck
Repair:

EndRepair

In a gray-level image, all pixel values are always within the
range from 0 to 255. After compression and decompression,
certain pixel values may exceed this range due to distortion
by quantization and fixed-point operations. An image block is
mostly erroneous if too many pixels have abnormal value. This
feature is exploited to detect error. After IDCT, the number of
abnormal pixel values in each block is counted. If the number
exceeds a given threshold, the block will be declared erroneous
and be passed through the error concealment flow. Based on
large amount experimental results, the threshold value is set here
to five. An erroneous dc results only in variation in brightness
because it is coded by FLC. If the variation is small, then the
distortion is negligible. Otherwise, serious brightness variation
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Fig. 7. Retrieved image after post-processing error concealment.
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Fig. 8. RD curves comparison of different approaches.

may overwhelm ac patterns. Fortunately, this situation can be TABLE I

detected easily. Fig. 6 shows the effects of dc and ac errors after OVERHEAD COMPARISON OF‘L ENA” I MAGE (35.5 dB)

transformation into spatial domain. A dc error usually cause T T oo

pixel values to exceed one valid range. However, ac errors @ie) i mptey 11 S e e

ways cause both valid range boundaries to be exceeded. Th 382215947| 2048 ,

phenomena are used to detect dc and ac errors. e [ rou=21s17 ’ O o
A practical image result that results from applying the pro  rroposeascheme  |4096(15618| 0 697 (2];/1[1) 22022 | 5.06%

posed post-processing error concealment scheme is showr™ oo 517 i 2008 | o o

Fig. 7. The scheme can retrieve low-resolution images rath __ MB/SM1 (8M) -z

than a totally corrupted one. Although it does not fix all erro ™ Gos s 21817 4070 25887 | 18.66 %

neous image blocks, most of the conspicuously corrupted bloc IPEG with 21817 896 49 | 26806 | 22.88%

are found and recovered. Consequently, the quality of the recc e (gm’

structed image can be maintained. Other advanced error-det  1biocwsm 21817 1792 (sm) | 31801 | 4576%

tion schemes can be applied to improve further the quality ot

the image since it is a post-processing procedure.

are provided in Table Il. Here, FEC redundancy is not included

since itis less than 1%. The overhead of EREC [7] is very small

and is thus always neglected. The effects of inserting different
More than 50 gray-level test imagés12 x 512) were numbers of restart marker (SM) are also compared. For a color

simulated to evaluate the performance of the proposed scheimgage, the overhead of [9] can be further reduced t0-6%%,

Only simulation results for the “Lena” image are presenteahich is quite close to that obtained by applying the proposed

here. Fig. 8 compares the achieved compression rate with thpproach. Certain blocks are grouped for error synchronization

obtained using other approaches. Detailed overhead analyisg9]. The analysis shows that the overhead is only around 5%.

IV. SIMULATION RESULTS AND PERPORMANCECOMPARISON
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TABLE Il

OVERHEAD ANALYSIS OF “L ENA” | MAGE OF DIFFERENTIMAGE QUALITY

DC BAI |Dummy Bits| Total | PSNR | JPEG |Overhead| Ratio
(Byte) | (Byte) | (Byte)] (Byte) |(Byte)| (dB) |(Byte) (Byte) | (%)
3072 | 6961 | 2303 893 13229 | 32.86 | 12242 987 8.06
3584 | 10020 | 2379 820 16803 | 34.09 | 15628 1175 7.52
3584 | 12730 | 2442 814 19570 | 34.89 | 18608 962 5.17
4096 | 15618 | 2511 697 22922 | 35.50 | 21817 1105 5.06
4096 | 18508 | 2536 725 25865 | 36.04 | 24940 925 3.71
4096 | 23872 | 2606 771 31345 | 36.77 | 30682 663 2.16

PSNR vs BER

| | —#—Ours without

post-processing

—#&— Ours with post-
processing

—©—[8] GOB size =

Iblock

28

26

—H5EREC [7]

—@—H.261 from [7]

24

2
0.001%

0.010%

Fig. 9. PSNR performance comparison of different approaches.

Fraction of corrupt block vs BER

100.00% e

Fraction of corrupt block
§

0.10%
0.01%

0.10%

—o—EREC[7]

- H261 from [7]

—4— Ours with post-

Fig. 10. Fraction of corrupt blocks (PSNR<40dB) for various BER.

TABLE IV

PSNR FERFORMANCES OFPOST-PROCESSINGERROR CONCEALMENT

PSNR with and without applying error concealment

. BER Lenna (35.5dB) | Pepper (34.5dB) | Baboon (28.22dB )
Before After Before After Before After
1.000% 19.81 24.68 19.57 23.39 15.74 19.59
0.500% 23.05 26.36 22.46 25.84 17.82 21.84
0.200% 26.61 30.15 25.47 29.99 21.21 24.57
0.100% 28.80 31.78 27.15 30.42 23.59 25.95
0.090% 29.04 32.00 27.96 31.11 23.55 26.29
0.080% 29.37 32.30 28.80 31.34 23.99 26.14
0.070% 29.65 32.73 29.11 31.85 24.73 26.62
0.060% 30.32 33.16 29.33 32.12 24.94 26.68
0.050% 30.92 33.81 29.30 32.26 25.21 26.83
0.040% 31.61 34.26 29.83 32.80 25.84 27.15
0.030% 32.69 3445 3142 33.20 25.92 27.46
0.020% 33.70 34.79 32.64 33.65 26.42 27.60
0.010% 34.19 35.27 33.11 33.74 27.44 27.93
0.005% 34.28 35.49 34.07 34.38 27.72 28.04
0.002% 34.22 35.46 34.25 34.48 28.00 28.15

ERIC with SIDCT
( PSNR=31.78dB )

ERIC without SIDCT
( PSNR=28.80dB )

Fig. 11. Reconstructed “Lena” image with 0.1% BER.

ERIC with SIDCT
( PSNR=30.42dB )

ERIC without SIDCT
( PSNR=27.15dB )

Fig. 12. Reconstructed “Pepper” with 0.1% BER.

ERIC without SIDCT
( PSNR=23.59dB )

ERIC with SIDCT
( PSNR=25.95dB )

Fig. 13. Reconstructed “Baboon” image with 0.1% BER.

EREC [7] is the lowest, it requires high computational power
and a large memory buffer to reorganize the bitstream. It is not
suitable for mobile applications.

Images are simulated with different bit error rates (BERS) to
consider various channel conditions. The transmission error is
either arandom single-bit error or includes successive error bits.
For the “Lena” image (35.5 dB), it compares the quality of the
reconstructed image with other approaches in Fig. 9. The per-
formance of EREC [7] is as high as 37 dB, since its error-free
compressed image quality exceeds 37 dB. It is higher than our
simulated image source. Although the basis is different, perfor-
mance can be relatively compared. After post-processing error
concealment is performed, the retrieved image quality can be
further improved by approximately 3 dB, yielding up to 31.78

Itis less than the other approaches. For various image qualitiéB, even at 0.1% BER. The recovered image quality strongly
the overheads are listed in Table Ill. Although the overhead dépends on the proportion of corrupt blocks. In [7], an image
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block is assumed to be corrupted if its PSNR is less than 40 dB.
The fractions of corruptive blocks are compared in Fig. 10. It
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Certain image results are also given in Figs. 11-13.

The proposed image-coding scheme has both optimal
redundancy and error-resilient capability. The proposed
post-processing error concealment can retrieve high image
quality even at high BER. No additional memory is required for
its operations. Besides, the latency and complexity are much
less than in [7] and [9]. [1]

V. CONCLUSIONS 2l

Image transmission over a wireless channel requires higheF!
error resiliency than required in other kinds of channel. 4
An error-resilient image-coding scheme for wireless image
transmission is proposed. It exhibits low redundancy, low 5]
complexity, and high error tolerance. It can prevent errors from
propagating through block boundaries. Hence, image quality
can be well maintained. Besides, an efficient post-processing
error concealment scheme for recovering image quality is pre7]
sented. It is an IDCT post-processing procedure that removes
suspicious erroneous information. Images can be restoretﬂg]
with very high quality (31.78 dB), even at 0.1% BER. More-
over, the fraction of corrupted blocks is less than 5%. These
performances fulfill the requirements of wireless multimedia [°!
applications.
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