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Job order releasing and throughput planning for multi-priority orders in

wafer fabs

S. H. CHUNG{*, W. L. PEARN{, A. H. I. LEE{ and W. T. KE{

To meet the production target of multi-level (multiple priority rank) orders in
wafer fabs, this paper uses a hierarchical framework based on a mathematical
model, and without the assistance of any simulation tool, to build a production
scheduling system to plan wafer lot releasing sequence and time. This system first
applies capacity loading analysis to set up the batch policy for each level (rank) of
orders. Next, the production cycle time of each product level is estimated with
considerations of batching and loading factor. The cycle time is then used to
derive system control parameters such as the most appropriate level of work in
process (WIP) and the number of daily operations on the bottleneck workstation.
Lastly, a Constant WIP mechanism is applied to establish a wafer release
sequence table and a throughput timetable. The due date designation for each
specific order can hence be confirmed. With the comparison with the result of
simulation, it shows that under the designed system the performance and plan-
ning measures in the master production schedule can be drawn up quickly and
accurately, and the system throughput target and due date satisfaction can be
achieved. Overall, the proposed production scheduling system is both effective
and practicable, and the planning results are supportive for good target planning
and production activity control.

1. Introduction

At the same time as upgrading manufacturing technology, wafer manufacturers

raise more capital to increase capacity. This has made the supply of products

increase tremendously and the competition become even fiercer. The different

profit rate of products and the varied importance level of clients result in different

levels of orders in a fab, and this makes production scheduling deal with many types

of products and different levels of orders. The existence of rush orders, because of

their priority for processing, oppresses normal orders, and as a result the average

production cycle time of normal orders and its variance are increased, and the

estimation of production cycle time and schedule planning becomes more difficult.

In the past, scholars researching production planning and scheduling for wafer fabs

usually assumed a uni-level product type, and very few considered multi-level

products. In order to increase a company’s competition edge and profitability, an

effective schedule planning system, with the ability of setting wafer release sequence

and time as well as throughput, must be built so as to achieve the system throughput

target under the given combination of product type and priority rank.
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This paper covers master production scheduling and material release planning.
Based on the throughput plan of a wafer fab, the most appropriate WIP level,
production cycle time, wafer release sequence table and completion time table for
each rank of product orders are prepared. Such a planning result can be valuable in
setting the due date and for decision-making in production activity control system.

2. Literature review

Production cycle time is the time spent by a wafer batch from material release to
completion (Kramer 1989). It can be further separated into theoretical cycle time and
waiting time. Theoretical cycle time includes process time, set-up time, air pumping
in and out time, and wafer carrying time, etc. (Winston 1991). Waiting time includes
the time waiting for process and the time waiting for move (Raos 1992). Usually,
theoretical cycle time has a smaller variance and often is treated as a constant, while
waiting time has a high degree of uncertainty.

For cycle time estimation, Chung and Huang (1999), with the application of
queueing theory and the observation of the characteristics of material flow, devel-
oped a production cycle time estimating formulation, the Block-Based Cycle Time
(BBCT) estimation algorithm, which has distinguishable performance. Conway et al.
(1967) adopted Laplace transforms to estimate the job cycle time on a single
machine, and the cycle time and WIP level can both be considered at the same time.

For master production scheduling, the planning method can be separated into
three categories: simulation, mathematical programming and the combination of
the two. The advantage of using a simulation tool to plan schedules is that it is
easy to construct the system that matches with the production activity control
stage (Liu et al. 1995). The simulation can offer what-if analysis and control well
the WIP level in a certain range, but it takes time. Linear programming based on
capacity constraints can quickly derive the best production plan, but there are too
many assumptions in describing the real phenomenon (Chu 1995, Hackman and
Leachman 1989). For this reason, some researches combined the simulation
and mathematic algorithm to describe better the environment than by separately
adopting either of the two methods (Burman et al. 1986, Hung and Leachman 1996,
Thompson and Davis 1990).

Miller (1990) has tried to make the system WIP level constant and decide on
batch size in fab by simulation tool. Neuts (1975) presented the idea of minimal
batch size (MBS), which means that even if a machine is idle, the jobs must be held
until a certain level of batch size has been gathered before they can be processed. To
minimize the waiting time in a queue line, Glassey and Weng (1991) considered the
future arrival rate and applied Dynamic Batching Heuristic (DBH) to set up the
batch size for a single product and single furnace machine.

For the performance of throughput, Chung et al. (1997) focused on layers com-
pleted in a fab to measure the production performance for shop-floor activity.
Leachman and Hodges (1996) designed an integrated production ability index to
measure the performance in different fabs by quality metrics, productivity metrics,
and production speed and output target. Chung and Huang (1999) investigated 12
material release rules for wafer fabs. Among them, Constant WIP (CONWIP) is a
type of material release control between Just-in-Time (JIT) and a push system. It
considers the use of capacity-constrained resource (CCR), controls WIP in number
of units instead of time and dynamically modifies the material-release time when
machines break down. Therefore, CONWIP is a relatively good production activity
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control rule and thus will be used in this research. The present paper will estimate
cycle time based on BBCT and will plan MPS, which includes material release time
and order, daily bottleneck throughput and throughput time. Little’s law will be
applied, which reveals the relation of WIP level (L), releasing rate (�) and production
cycle time (W), and the relation can be shown as L ¼ �W (Little 1961).

3. Model construction

3.1. Master production planning
Generally speaking, the priority levels for orders in a wafer fab are classified into

several different levels. In this study, the levels of orders are categorized into three:
hot lots, rush lots and normal lots. Hot lots have the highest processing priority and
are not restricted to the batch policy. In other words, a hot lot can be processed even
if it consists of only a single lot. Rush lots have the second processing priority, and
the batch policy is determined by the proposed scheduling system under rough-cut
capacity planning. Normal lots have the lowest processing priority and are con-
strained by the full-loaded batch policy. To simplify the complexity of the problem,
the assumptions in this study are made as follows.

. Monthly throughput target, product type and rank mix are predetermined.

. No carrying cost is considered.

. No human resource and material supply shortage problem.

. Processing steps and the corresponding processing times are different only in
the product type, not in the processing priority.

. Size of each customer order is a multiple of release batch size.

Normally, the planning horizon for master production schedule (MPS) is 12
weeks, while the planning period (T) is 4 weeks. The framework for MPS planning
is shown in figure 1.

First, an MPS planning module evaluates machine loading and determines batch
policy according to system throughput target, product type and priority mix.
Second, the ‘block-based cycle time estimation algorithm for multiple-priority
orders’ (BBCT-MP), developed by Chung et al. (2001), is used to calculate the
cycle time for each product type in each rank. The information about cycle time
and throughput is used to derive the suitable WIP level and to calculate the number
of daily bottleneck operations. A wafer lot releasing sequence and a timetable are
then established. The corresponding order completion time and order due date are
determined in consequence.

3.2. Capacity loading evaluation and batch policy determination
Adopting a partial loading batch policy for a hot lot and a rush lot will shorten

their production cycle time. However, the machine utilization rate for each batch
machine will be raised, and this will lead to a bottleneck or critical machine wander-
ing, which in turn will increase the variation in cycle times.

To stabilize utilization rates among machine types, the MPS planning will ana-
lyse the machine loading levels for each type of batch policy to meet the throughput
target under a predetermined product type and rank mix. The batch policy is set to
be one lot for hot lots and full-loaded for normal lots. Since the maximum batch size
for many batch machines is six lots, and these machines such as furnace usually have
quite long processing times, we present the batch policy evaluation process for
machines with a maximum batch size of six in figure 2. In this case, the batch

1767Multi-priority orders in wafer fabs
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policy is set to be six lots, full-loaded for normal lots. While for rush lots we will

evaluate whether the batch size of one lot will make the machine overloading

happen. If there is not sufficient capacity, we need to increase the batch size of

rush lots. Even if there is sufficient capacity, we still need to check the utilization

rate of CCR. The utilization of CCR should be at least 10% less than that of

bottleneck to avoid bottleneck wandering. The batch size of rush lots is determined

when there is little chance of bottleneck wandering.

1768 S. H. Chung et al.
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Figure 1. Framework for MPS planning.
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A queuing model is often adopted to estimate the utilization rate of a resource.
Owing to expensiveness and essentials in making a photo layer, the photolithography
stepper is treated as the bottleneck resource in the real world. In addition, the
number of process steps and the total process time for each photo layer are signifi-
cantly different. Such characteristics make a large variation in time for re-entry to
one specific workstation. We thus assume that each workstation is an M/M/c queu-
ing system, and workstations are independent in loading evaluation.

In order to derive the arrival rate for each level of product orders coming to a
workstation, we let that quantity for system input equal the planned throughput of
the planning period based on CONWIP material release control policy. The pro-
cedures for deriving utilization rate are as follows.

Step 1. Calculate the average system hourly arrival (throughput) rate, �hr, based on
throughput target R in a planning period (T):

1769Multi-priority orders in wafer fabs
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�hr ¼
R

Tz� 24
: ð1Þ

Step 2. Estimate the mean arrival rate �prik for each rank of product orders arriving
workstation k per hour. It was derived by the average system hourly arrival
(throughput) rate, mix ratio for product type i ði ¼ 1; . . . ; IÞ to all product
types, pi, proportion of throughput with rank pri to throughput of all
product type i ðpprii Þ, number of process i visiting workstation k, fik, and
average rework rate for workstation k, �k:

�prik ¼ �hr �
X
i

½pi � pprii � fikð1þ �kÞ�; for each k and pri: ð2Þ

Step 3. Estimate the equivalent available units for machine type k, ck, which equals
the total available units (nk) deducting the downtime ratio and maintenance
time ratio:

ck ¼
Xnk
m¼1

�
1�

MTTRkm
MTBFkm þMTTRkm

�
MTTPMkm

MTBPMkm
þMTTPMkm

�
ð3Þ

for each k, where MTTRkm is the mean time to repair (MTTR) for the mth
machine for machine type k, MTBFkm is the mean time between failure
(MTBF) for the mth machine for machine type k, MTTPMkm

is the mean
time to preventive maintenance (MTTPM) for the mth machine for machine
type k, and MTBPMkm is the mean time between preventive maintenance
(MTBPM) for the mth machine for machine type k.

Step 4. Estimate the number of machines used for producing all kinds of hot lots
ðpri ¼ hÞ, chk. Because the minimum batch size for hot lot flowing through
machine type k, Bmin;hk , is set to be 1, the batch size consideration is omitted
from this formula:

chk ¼ �hr �
XI
i¼1

�
pi �

�
phi �

X
p2fMði; pÞ¼kg

PTip

��
; for each k; ð4Þ

where PTip is the process time for product i at pth step, and Mði; pÞ is the
workstation type used for process type i at pth step.

Step 5. Estimate the number of machines used for producing all kinds of rush lots
ðpri ¼ rÞ, crk, with the temporary batch size set at Bmin;rk :

crk ¼ �hr �
XI
i¼1

�
pi � �ii �

X
p2fMði; pÞ¼kg

PTip

Bmin;rk

 !�
; for each k: ð5Þ

Step 6. Estimate the number of machine type k available for normal lots, cnk. It is the
remaining machine units after providing all the capacity needs to hot lots
and rush lots:

cnk ¼ ck � chk � crk; for each k: ð6Þ

Step 7. Estimate the mean process time for all kinds of processes passing through
machine type k, PTk (hr):

1770 S. H. Chung et al.
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PTk ¼
XI
i¼1

�
pi �

X
pri

�
pprii �

X
p2fMði; pÞ¼kg

PTip

B
min; pri
k � fik

��
; for each k: ð7Þ

Step 8. Estimate the mean output rate for wafer lots with rank pri passing through
workstation k, O

pri
k :

O
pri
k ¼ c

pri
k � Bmin; prik

PTk
; for each k and pri: ð8Þ

Step 9. Estimate the mean output rate for each workstation k, Ok:

Ok ¼
X
i

�
pi � fik �

X
pri

ðpprii �Oprik Þ
�
; for each k: ð9Þ

Step 10. Estimate the mean service rate in a planning period for each workstation,
�k. It is the product of efficiency ratio of workstation k (ek, the fraction of
time that the workstation is in a condition to perform its intended function
to the total production available time) and mean output rate for each
workstation k:

�k ¼ ek �Ok; for each k: ð10Þ

Step 11. Estimate the mean utilization rate of the resources k, �k. It is calculated by
dividing the mean arrival rate for all product orders arriving a workstation
to the mean service rate for that workstation:

�k ¼

X
pri

�prik

�k
; for each k: ð11Þ

3.3. Estimation of cycle time for each priority level
Once a batch policy is determined, the release batch size for each priority rank of

orders is set the same as the largest batch size of all workstations set for that priority
rank to utilize workstations effectively and to make flow smoothly. Let npri be the
number of lots contained in a release batch with rank pri, where h, r, and n stand for
hot, rush and normal, respectively. After the releasing batch size for each rank of
orders is defined, an accepted order will be cut into several suborders, based on the
corresponding releasing batch size and for the ease of production control. Next, after
the confirmation of product mix, we can apply the block-based cycle time estimation
algorithm for multiple-priority (BBCT-MP), developed by Chung et al. (2001), to
estimate cycle time for each product type in every priority rank. Input data include
monthly throughput target, product type and rank mix, process plan, workstation-
related information, and batch policies.

Because batch forming before a batch workstation is one of the major reasons for
congestion of material flows, BBCT-MP treats each batch workstation as a cutting
point and divides a manufacturing process into blocks. In each block, as depicted in
figure 3, all steps are serial machine steps except the first and last process steps, which
are batch-type process steps. The difference in batch sizes and in output velocity
between preceding and succeeding machines induces different waiting times before
machines. We thus recognize the two reasons for incurring waiting as batching and
loading factors for every block.

1771Multi-priority orders in wafer fabs
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The waiting time caused by batching factor consists of two parts. One is due to
gathering the required batch size before batch processing. The other is due to the
releasing of all the lots contained in a batch after the batch operation. This causes the
increase of transient loading for a downstream serial workstation. The batch factor-
ing flow time (BFFT) algorithm is used to estimate such a waiting time (Chung et al.
2001). On the other hand, the waiting time caused by the loading factor is due to the
average load raised on each workstation so as to achieve the system throughput
target. The waiting time for each rank of orders that incurred by the loading
factor is estimated by a non-preemptive priority queuing model (Chung et al.
2001). Adding two kinds of waiting time and the total process time of all blocks
of each process derives the product cycle time for a specific priority rank.

The BBCT-MP algorithm has a remarkable performance in cycle time estimation
because it captures the exact interaction between two batch workstations and all
serial workstations in a block.

3.4. System WIP level estimation
For production smoothing, i.e. minimizing cycle time variation, a constant WIP

control is adopted here for setting the wafer release plan, and the suitable system
WIP level for each priority rank of wafer lots, L

pri
i , needs to be derived. Little’s Law

in queuing theory (Little 1961), L
pri
i ¼ �

pri
i � CT

pri
i , is applied, where �

pri
i is the

arrival rate and CT
pri
i is the corresponding cycle time for the specific product type

and rank. By adopting a constant WIP control policy, wafer lot(s) can be released to
the shop floor only when the same quantity of wafers are finished and transferred
out. The arrival rate for product type i with rank pri, �prii , is thus equivalent to the
corresponding throughput rate.

The estimated system WIP level, L, is computed by summing up all the estimat-
ing values of L

pri
i . Under a constant WIP control policy, once a system WIP level is

lower than L, a fixed number of consecutive lots as defined in the releasing sequence
will be released into the shop floor. Note that if a system WIP level is set too low, the
amount of throughput will be affected directly. The procedures for deriving system
WIP level are as follows.

1772 S. H. Chung et al.
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Step 1. Calculate the average hourly arrival rate for each product type in each
priority rank, �prii . It is derived by multiplying �hr with the product mix
ratio of product i to all system throughput, pi, and the ratio of rank pri
orders among all product i outputs, pprii :

�prii ¼ �hr � pi � pprii : ð12Þ

Step 2. Estimate the appropriate WIP level for product i in rank pri, L
pri
i , by Little’s

law:

L
pri
i ¼ �prii � CT

pri
i : ð13Þ

Step 3. Estimate the system WIP level, L, by summing up all L
pri
i values:

L ¼
X
i

X
pri

L
pri
i : ð14Þ

3.5. Calculating the number of daily moves for a bottleneck resource
As mentioned above, two major characteristics of the process of wafer fabrica-

tion are a long cycle time and numerous re-entry operations. In order to achieve the
throughput target and to implement PAC efficiently, the number of daily bottleneck
operations needs to be derived. A photolithography stepper, an extremely expensive
resource and one in charge of the most critical operation for building every photo
layer, is treated as a bottleneck resource. A high utilization rate and long queue line
are expected for a photolithography stepper. Completion of a bottleneck operation
implies that the most critical operation of a layer is finished and therefore is the
completion of a ‘system move’.

The concept of production smoothing is proposed here, i.e. the system through-
put for each day is close to the average daily throughput target. Also, the output
combination must fit the predetermined product type and rank mix ratio. To meet
these conditions, the number of moves at each layer must be the same as the daily
system output. Meanwhile, the combination of each layer output must be the same
as the combination of the system output. The procedures for daily moves planning
are shown below.

Step 1. Calculate planned daily output for product type i with rank pri, �priid :

�priid ¼ �prii � 24: ð15Þ

Step 2. Estimate the number of daily moves for product type i with rank pri, M
pri
id ,

which is the product of �priid and the number of photo layers for product i, Ni:

M
pri
id ¼ �priid �Ni: ð16Þ

Step 3. Number of the system daily moves, Md is the summation of allM
pri
id values:

Md ¼
X
i

X
pri

M
pri
id : ð17Þ

3.6. Building a cyclic wafer release sequence
For products with the same priority rank, the same release batch size is defined

for every product type. In this situation, the number of release times for each product
type with the same rank depends on its product mix ratio to all product types. On the

1773Multi-priority orders in wafer fabs
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other hand, for products with different priority ranks, different release batch sizes
may be applied. The number of release times is proportionally reverse to their release
batch sizes for product types with same product mix ratio. Thus, to make the
combination of daily throughput satisfy a predetermined product type and rank
mix, a table showing a cyclic release sequence must be built considering the product
type mix, rank mix and the release batch size designed for each rank.

To set up a table of the releasing sequence and time, the throughput interval for
each product type with each rank is calculated first. Then, the release interval can be
set to match with the predetermined release batch size. For a hot run, the releasing
interval is the same as its average throughput interval since its release batch size is
one lot. For production orders with normal rank, their releasing interval is six times
the average throughput interval since their release batch size is six lots. A similar rule
is applied to rush orders once the release batch sizes are determined.

For each product type with each rank, once the release interval is derived, one
can calculate the release time for every release batch lot so as to make the distribu-
tion of all WIP in the shop floor satisfy the product type and rank mix ratio. We then
sort the release times of all product types and all ranks, from small to large, to
establish the release timetable and release sequence. Finally, the release cycle table
is determined after all products reach their expected throughput ratio. The release
plan will be made based on this table. The algorithm for setting a cyclic release table
is as follows.

Step 1. Calculate the product/rank mix for product i with rank pri, pro
pri
i , by divid-

ing �
pri
id by the maximum common divider for all �

pri
id :

pro
pri
i ¼ �priid

fmaximum common divider for all �priid g
;

for each i and each pri; and �priid 6¼ 0: ð18Þ

Step 2. Find the minimum common multiplier for all kinds of release batch sizes, i.e.
½nh; nr; nn�, and calculate the relative frequency for job order with rank pri by
dividing ½nh; nr; nn� by the release batch specified for rank pri, npri. The release
number for product i with rank pri, q

pri
i , is the multiplication of pro

pri
i with

the corresponding relative release frequency for rank pri:

q
pri
i ¼ proprii � ½nh; nr; nn�

npri
: ð19Þ

Step 3. Compute the maximum sequencing number in the release table, qmax by
summing up all q

pri
i digits of all product types with all ranks:

qmax ¼
X
i

X
pri

q
pri
i : ð20Þ

Step 4. Calculate the daily average interval between the throughput of product type
i with rank pri, I

pri
out;i. It is the reciprocal of �

pri
id :

I
pri
out;i ¼

1

�priid
; for each i; each pri: ð21Þ
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Step 5. Estimate the average release interval for product type i with rank pri, I
pri
arr;i,

by multiplying the average interval between throughput I
pri
out;i with its cor-

responding release batch size npri:

I
pri
arr;i ¼ I

pri
out;i � n

pri; for each i; each pri: ð22Þ

Step 6. For every product type i with rank pri, set release numbering q ¼ 1.

Step 7. Let the first release time for every product type i with rank pri, t
pri
arr;i, equal

its average release interval I
pri
arr;i:

t
pri
arr;i ¼ I

pri
arr;i; for each i; each pri: ð23Þ

Step 8. Choose the smallest release time among all product types and all ranks.
Identify its product type i*, rank pri*, and put it on the release table, with
sequence numbering q. If there are more than two product types or ranks
that have the same smallest release time, choose the one with the smaller
number of times being chosen to break the tie. However, if the tie still
exists, arrange the sequence randomly. Record the seqq ¼ ði*; pri*Þ infor-
mation in the cyclic release table.

t
pri

arr;i ¼ minftpriarr;i; for all i and all prig ð24Þ

seqq ¼ ði*; pri*Þ ð25Þ

q ¼ qþ 1: ð26Þ

Step 9. Renew the next release time for product type i* with rank pri* only. The
others remain the same:

t
pri
arr;i ¼ t

pri

arr;i þ I
pri
arr;i; for i ¼ i*; pri ¼ pri* only: ð27Þ

Step 10. Repeat Steps 8 and 9 until q ¼ qmax. Then, the cyclic release table is built.

For example, assume that planned daily throughput is 20 lots and daily outputs
�priid for products A, B and C are 2, 6 and 12 lots respectively. Further assume that
product A ranks hot and the release batch size is one lot, while products B and C are
normal and the release batch size is six lots. The product/rank mix calculated using
Step 1 is as in table 1.
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Product type�rank �pri
id pro

pri
i ¼ �pri

id

fmaximum common divider for all �pri
id g

A_H 2
2

fmaximum common divider for 2; 6; 12g ¼ 1

B_N 6
6

fmaximum common divider for 2; 6; 12g ¼ 3

C_N 12
12

fmaximum common divider for 2; 6; 12g ¼ 6

Table 1. Calculations of product/rank mix.
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The pro
pri
i ratio is thus 1:3:6 for products A_H, B_N and C_N, respectively. The

maximum sequencing number in the release table, qmax, can be derived following
Steps 2 and 3 as in table 2.

From table 2, we can calculate that qmax ¼ 6þ 3þ 6 ¼ 15.
The corresponding average throughput intervals are 1/2, 1/6 and 1/12 day, and

the average release intervals between throughput are thus 1/2, 1 and 1/2 day, respec-
tively, for products A, B and C. As shown in figure 4, the release sequence is A-C-B-
A-C—A-C-B-A-C—A-C-B-A-C. Note that an alternative option is acceptable by
replacing all the A-C sequence with C-A.

3.7. Releasing and delivery schedule setting
Once the cyclic release sequence is known, the release schedule of the planning

period can be easily derived. First record the last release time in the previous
planning period for each product type with each rank, t

pri
arr;i. For each job order

with distinguishable product type and rank, we can derive its planned release time
by using the corresponding information of throughput interval, release batch size
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Product type�rank pro
pri
i pro

pri
i � ½nh; nr; nn�

npri

A_H 1
1� ½1; 6; 6�

1
¼ 1� 6

1
¼ 6

B_N 3
3� ½1; 6; 6�

6
¼ 3� 6

6
¼ 3

C_N 6
6� ½1; 6; 6�

6
¼ 6� 6

6
¼ 6

Table 2. Calculations of maximum sequencing number.

h
Aouti

,

h
Aarri

,

n
Bouti

,

n
Barri

,

n
Couti

,

n
Carri

,

          Time
           (day) 1/12 2/12 3/12 1/24/12 5/12 7/12 8/12 9/12 10/1211/12 10

Figure 4. Setting of the wafer release sequence and timing for the example.
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and the sequencing specified in the release sequence table. Adding the corresponding
cycle time to the planned release time derives the delivery schedule for the specified
job order. To set a due date, a cycle time-based allowance for each job order is
needed to absorb the impact of the disturbance. Because orders with higher ranking
have the preferential right for processing, this will cause higher variance in cycle time
for job orders with lower ranks. Lower priority job orders thus need a larger allow-
ance to increase the ratio of on-time delivery and reduce the risk of lateness.
Procedures for setting releasing and delivery schedule are as follows.

Step 1. Set the initial job lot numbering as v ¼ 1 for the current planning period.
Lot numbering will be assigned for lots with a release time already being
scheduled.

Step 2. Trace the final release time in the previous planning period for every product
type i with rank pri, t

pri
arr;i. Also, trace the final release serial number q in the

previous planning period.
Step 3. According to the release serial number q, identify product type i*, its priority

pri*, and the seqq ¼ ði*; pri*Þ information from the cyclic release table. Set
its job lot number as v and record its release time, product type and rank:

Re lv ¼ tpriarr;i þ ðIpriout;i � n
priÞ; only for i ¼ i* and pri ¼ pri* ð28Þ

Reset t
pri
arr;i ¼ Re lv; only for i ¼ i* and pri ¼ pri*: ð29Þ

Step 4. Estimate the completion time of job lot v, Compv, by summing up the release
time and cycle time of the corresponding product type and rank, CT

priðvÞ
iðvÞ :

Compv ¼ Re lv þ CT
priðvÞ
iðvÞ : ð30Þ

Step 5. Calculate due date of lot v, Duev, by summing up the release time, cycle time
of the corresponding product type and rank, and a predetermined fractional
allowance of cycle time with fraction 	pri:

Duev ¼ Re lv þ ð1þ 	priÞ � CT
priðvÞ
iðvÞ : ð31Þ

Step 6. If npri

> 1, copy information of Re lv, iðvÞ priðvÞ, Compv, Duev for job lot

numbers v, vþ 1; . . . ; vþ npri

� 1. If Re 2v is greater than the closing time

of the planning period, end the planning. Otherwise, set v ¼ vþ 1 and
q ¼ qþ 1. In the case q > qmax, reset q ¼ 1. Go back to Step 3.

4. Verification with simulation

To verify the effect of this planning system, data from a wafer fabrication facility
in Hsinchu, Taiwan, are used.

. Production information: there are five different product types, A–E, to be
fabricated in this system. The products are categorized into two product
families, logic I.C. and memory I.C. All product types have different process
routes, and every product type has only one route. The required workstations
and process times used in each route are known.

. Order priority information: there are three priority ranks in the system.
. Hot: highest priority. The job orders are not limited by batching policy and
they can be released into the shop floor and be loaded onto any batch
machine with only a single lot.
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. Rush: secondary priority. Batching policy is defined according to the model
proposed in this paper, and release policy is determined by the result of
batching policy.

. Normal: lowest priority. Full loading policy is required, and release batch is
six lots.

. Workstation information: there are 83 different types of workstations (coded
from W1 to 83), including serial and batch workstations. There are 15 six-lot
workstations (W24–36), three four-lot workstations (W38–40) and 19 two-lot
workstations (W07, W08, W13–15, W47, W48, W67–77, W81). The photo
stepper, W46, is the bottleneck, and furnace, W24, is the CCR.

. Down time distribution of workstations: MTBF and MTTR are exponentially
distributed and are traced for each workstation, while MTBPM and MTTPM
are known constants.

. Machine set-up time: average set-up time is included in process time for most
of workstation types.

4.1. Assumptions for master production schedule planning
. Product type and rank mix: the throughput target for each planning period is
640 lots. The product type mix for products A–E is 5, 7, 3, 4 and 1 respectively,
i.e. pA, pB, pC, pD and pE are 5/20, 7/20, 3/20, 4/20 and 1/20, respectively.
The rank ratio (phi ; p

r
i ; p

n
i ) for products A–E are (0, 2/5, 3/5), (0, 3/7, 4/7),

(0, 1/3, 2/3), (0, 1/4, 3/4) and (1, 0, 0), respectively. Based on the above, the
throughput target for each product type and rank is listed in table 3.

. Allowance for setting due date: assume that the due date allowances for hot,
rush, and normal rank of orders are 0.1, 0.12 and 0.15 of the estimated cycle
time.

. Dispatching rule: for jobs waiting before a resource, the one with a higher rank
has the preferential right. For jobs with same priority rank, first-in first-out is
applied.

4.2. System design for simulation
To verify results of the system, a simulation model is built by SiMPLEþþ soft-

ware developed by AESOP Co. To match the length of the MPS planning horizon, a
simulation horizon is set to 168 days. The first 84 days are a warm-up period; hence,
only results belonging to the next 84 days are collected. The simulation model is run
15 times to get adequate statistical results.

4.3. Process and results of the MPS module
4.3.1. Capacity loading and batching policy for rush-rank orders

Since the capacity loading for the furnace (W24), a CCR, is next to the bottleneck
workstation (W46), its batching policy is taken seriously. When evaluating the
capacity loading for rush orders, W46 and W24 are thus the main focus. Table 4
shows the evaluation results.

The above results show that when the minimum loading batch size for rush
orders is less than five lots, there is a big possibility of a bottleneck shifting or
wandering. When the minimum loading batch size is set to five or six lots, there is
a significant difference in utilization rate between W46 and W24. Note that the
maximum loading batch sizes for batch machines can be two, four or six lots.
Considering the existence of a multiplication factor between different batch machines
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will benefit the material flow, we set six lots as the batch policy for W24 and adopt a
full batch policy for all kinds of batch machines. Furthermore, since the release
batch size is better to match with the batch policy for critical resources, rush
orders wafers are released in six continuous lots.

4.3.2. Estimation of production cycle time by product type and rank
The BBCT-MP algorithm (Chung et al. 2001) is applied to estimate the produc-

tion cycle time. The difference in cycle times between the estimated digit and simula-
tion result are shown in table 5. The accuracy of the cycle time estimation is above
96.25%, and the maximum difference is only 11.57 h. In general, the estimation
method is good for predicting production cycle time.

4.3.3. Estimation of WIP level
After deriving the cycle time of each product type and rank, we estimate the

system work in process level with Little’s law. As shown in table 6, the estimated
system WIP level is about 280 lots. To test and verify the theoretical WIP level
properly, we set 280 lots as system WIP levels and ran the simulation model 15
times. With the constant WIP release control policy, the simulation system through-
put was 639.42 lots, which is very near to our throughput target of 640 lots.
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Total A B C D E

Total 640 160 224 96 128 32
H 32 0 0 0 0 32
R 224 64 96 32 32 0
N 384 96 128 64 96 0

Table 3. Throughput target for each product type and rank in a planning period (unit: lot).

Minimum batch size for
rush orders (lots) 1 2 3 4 5 6

Utilization of W46 0.86 0.86 0.86 0.86 0.86 0.86
Utilization of W24 1.70 1.13 0.95 0.85 0.79 0.76

Table 4. Result of the capacity loading under different batching policy.

Product type_rank A_R A_N B_R B_N C_R C_N D_R D_N E_H

(1) Estimated value 259.83 289.38 280.46 312.08 270.19 296.76 309.32 335.80 221.10
(2) Simulation result 264.21 297.63 274.66 304.57 271.58 308.33 312.28 345.88 224.97
Difference
ð3Þ ¼ ð1Þ–(12)

�4.38 �8.25 5.8 7.51 �1.39 �11.57 �2.96 �10.08 �3.87

Error rate
ð4Þ ¼ ð3Þ=ð2Þð%Þ

�1.66 �2.77 2.11 2.47 �0.51 �3.75 �0.95 �2.91 �1.72

Table 5. Comparison of production cycle time by product type and rank (unit: h).
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4.3.4. Estimation of daily movement
Using equations (15–17), the daily total movement for the bottleneck and the

daily layer throughput are derived as shown in table 7.

4.3.5. Building a cyclic release sequence
Since the release batch size for each rank has been determined, we can build the

cyclic wafer release table using equations (18–27) as shown in table 8.

4.3.6. Release and delivery schedule
Follow the procedures in Section 3.7, we can derive the release time, completion

time and due date for each wafer lot. For space saving, only planned and simulation
results of 160 wafer lots released during the 112th to 119th days (the fifth week after
the warm-up period) are shown in figure 5. The analysis will be given below.

4.4. Effect analysis of MPS planning
4.4.1. Analysis of the accuracy in releasing time prediction

Figure 5 and table 9 show that the prediction of release time is quite close to the
time obtained by simulation. Note that we adopt the constant WIP level policy for
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Total A_R A_N B_R B_N C_R C_N D_R D_N E_H

Total 279.92 24.75 41.34 40.06 59.44 12.86 28.25 14.73 47.97 10.53

Table 6. Estimation of WIP level by product type and rank (unit: lot).

Layer
movement Total A_R A_N B_R B_N C_R C_N D_R D_N E_H

1 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
2 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
3 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
4 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
5 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
6 18.29 2.28 3.43 3.43 4.57 1.14 3.43
7 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
8 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
9 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
10 19.43 2.28 3.43 3.43 4.57 1.14 3.43 1.14
11 19.43 2.28 3.43 3.43 4.57 1.14 3.43 1.14
12 19.43 2.28 3.43 3.43 4.57 1.14 3.43 1.14
13 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
14 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
15 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
16 17.14 3.43 4.57 1.43 2.29 1.14 3.43 1.14
17 17.14 3.43 4.57 1.43 2.29 1.14 3.43 1.14
18 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
19 9.14 1.43 2.29 1.14 3.43 1.14
20 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
Final 22.86 2.28 3.43 3.43 4.57 1.43 2.29 1.14 3.43 1.14
Total 440 41.14 61.72 68.57 91.43 19.43 38.86 24 72 22.86

Table 7. Estimation result of daily movement (unit: lot).
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Serial
no.

Product
type Priority

Batch release
(lots)

Serial
no.

Product
type Priority

Batch release
(lots)

1 E H 1 16 E H 1
2 B N 6 17 C R 6
3 A N 6 18 D R 6
4 B R 6 19 A R 6
5 D N 6 20 C N 6
6 E H 1 21 A N 6
7 A R 6 22 B R 6
8 C N 6 23 D N 6
9 B N 6 24 B N 6
10 E H 1 25 E H 1
11 A N 6
12 B R 6
13 D N 6
14 E H 1
15 B N 6

Table 8. Cyclic wafer release sequence.

 

Comparison of the Planning Result with the Simulation Output for Material Release and Completion Time
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real material rel ease time

predi cted completion time

real completion time

Figure 5. Comparison of the planning result with the simulation output for material release
and completion time.

Absolute error in release
prediction (day) Number of job orders (lot) Percentage to total job orders

0–0.2 60 37.50
0.2–0.4 80 50.00
0.4–0.6 18 11.25
> 0:6 2 1.25
Total 160 100

Table 9. Error analysis for release time estimation.
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release time control. Only 1.25% of the total job orders have an error in release
prediction of more than 0.6 days. This implies quite good control in throughput time
and throughput quantity.

4.4.2. Analysis of throughput target achievement
Table 10 shows the results of throughput target achievement of the planning

period (4 weeks). For every product type and rank, the average difference between
the planned target and the simulation result is less than one lot. This means that the
designed release schedule and fixed WIP level policy play a successful role in
throughput mix and quantity control.

4.4.3. Analysis of due date performance
Table 11 shows that the percentage of on time delivery for each kind of product is

quite high, ranging from 93.54 to 99%. The ratio of tardy lots is low, and the average
tardiness is less than 1 day. Without using any due-date-oriented dispatching rule in
the production activity control (PAC) phase, such a result reflects the value of the
proposed MPS planning and releasing method.

5. Conclusion and future research

Multiple-priority orders and numerous product types are a universal phenom-
enon for current wafer fabrication. Quick response in due date setting and high
satisfaction in on time delivery are critical issues for market competence. This
paper has presented a planning system for multi-priority orders to set batch
policy, estimate cycle time, determine a suitable system WIP level, set daily bottle-
neck operations, plan a release schedule and set due date for job orders. Without the
need of simulation, this system responds quickly for any change in product type and
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Type_rank A_R A_N B_R B_N C_R C_N D_R D_N E_H

Throughput in simulation 64.20 95.80 96.07 127.13 32.00 64.80 32.33 96.47 32.27
Planned throughput 64 96 96 128 32 64 32 96 32
Difference 0.20 �0.20 0.07 �0.87 0.00 0.80 0.33 0.47 0.27
Error percentage 0.31 �0.21 0.07 �0.68 0.00 1.25 1.04 0.49 0.83

Table 10. Comparison of average throughput in simulation to the planned throughput of a
planning period (unit: lot).

A_R A_N B_R B_N C_R C_N D_R D_N E_H Total

Average no. of
tardy lots (lot)

4.00 4.67 0.87 1.27 2.07 2.60 1.07 4.87 0.47 21.87

Average throughput
per period (lot)

64.20 95.80 96.07 127.13 32.00 64.80 32.33 96.47 32.27 641.07

Percentage of
tardiness

6.23 4.87 0.90 1.00 6.46 4.01 3.30 5.04 1.45 3.41

Percentage of on-time
delivery

93.77 95.13 99.10 99.00 93.54 95.99 96.70 94.96 98.55 96.59

Avg. Tardiness (day) 0.37 0.75 0.20 0.18 0.31 0.87 0.61 0.67 0.22 0.56

Table 11. Analysis of on-time delivery (unit: lot).

D
ow

nl
oa

de
d 

by
 [

N
at

io
na

l C
hi

ao
 T

un
g 

U
ni

ve
rs

ity
 ]

 a
t 2

0:
38

 2
7 

A
pr

il 
20

14
 



rank mix, or in machine units. The case study reveals the following effects of the
proposed system.

. Accurate estimation of the production cycle time for each product and level is
necessary. Since cycle time is the foundation for MPS in setting a proper
system WIP level and in predicting the release schedule for each job order,
the paper adopts a BBCT-MP module (Chung et al. 2001) for estimating cycle
time and gets results near to those of simulation experiments.

. Release interval is determined by using the projected throughput rate and
product mix. With a release interval, cycle time estimation and predetermined
release batch size, we can determine the timing of each release batch. With
release wafer lots based on the release time, the system can produce the right
amount of products at the right time as predicted. The case study shows that
the difference between expected and actual release time is quite small.

Consequently, this model has a relatively good result in processing stable product
mix and multiple-priority orders. We can plan the MPS and detail schedule
efficiently without the support of a simulation tool. The output of this planning
system includes the information of production cycle time, proper WIP, daily
move, batch policy, release cycle list, release time list, output time list, and due
date setting of each job order. Such information is quite useful for making a decision
in the production activity control system. Future research can be focussed on a
production scheduling planning based on a fluctuating product mix or capacity
use level. A target planning system that considers the issues such as financial
measures, cycle time, throughput, market environment and competitiveness can
also be researched on.
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