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A consecutive-k-n network is a generalization of the well-known consecu-
tive-k-out-of-n system, and has many practical applications. This network consists of n +
2 nodes (node 0, the source, nodes 1, 2, …, n, and node n + 1, the target) and directed
links from node i to node j (0 ≤ i < j ≤ n + 1, j − i ≤ k). Because all nodes except the
source and target, and all links are fallible, the network works if and only if there exists a
working path from the source to the target. For the k = 2 case, based on identical node
reliabilities and some assumptions on link reliabilities, Chen, Hwang and Li (1993) gave
a recursive algorithm for the reliability of the consecutive-2-n network. In this paper we
give a closed form equation for the reliability of the general consecutive-k-n network by
means of a novel Markov chain method. Based on the equation, we propose an algorithm
which is more efficient than other published ones for the reliability of the consecu-
tive-k-n network.

Keywords: consecutive-k-n network, consecutive-k-out-of-n system, algorithm, reliability,
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1. INTRODUCTION

The consecutive-k-n network is a generalization of the popular consecu-
tive-k-out-of-n system [1-3]. A consecutive-k-out-of-n system consists of n nodes in a
line that fails if and only if some k consecutive nodes all fail. In many practical applica-
tions, such a system is generalized to a network (see Fig. 1) with n+2 nodes (nodes 0, 1,
2, …, n + 1) and directed links from node i to node j (0 ≤ i < j ≤ n + 1, j − i ≤ k). In this
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network the source (node 0) and the target (node n + 1) are infallible, but all other nodes
and links may fail. We call this network the consecutive-k-n network. The network works
if and only if there exists a working path from the source going through working nodes
and links to the target.

Fig. 1. A consecutive-3-8 network.

Previous research [2-5] claims that the reliability of the consecutive-k-n network is
more difficult to compute than that of the consecutive-k-out-of-n system. For the k=2
case, Chen, Hwang and Li [5] studied the consecutive-2-n network with the following
classical assumptions:

1. The reliabilities of nodes 1 to n are identical.
2. The reliability of a link is a function only of the distance between the two nodes

linked.

In their research, a system of recursive equations for the reliability are derived and
solved messily. They also claimed that, for a general consecutive-k-n network, 2k−1 re-
cursive equations are needed and these equations are more difficult to derive and solve as
k becomes larger.

The Markov chain method was first employed by Fu [6], Fu and Hu [7], Chao and
Fu [8, 9], and subsequently by Fu and Koutras [10] in the study of system reliability.
Hwang and Wright [11] proposed a Markov chain method to efficiently compute the re-
liability of the consecutive-k-out-of-n system. They claimed that their method can be
extended to compute the reliability of the consecutive-k-n network, but the order of the
state transition matrix will be 2k(k+1).

In this paper we propose a new Markov chain method and give a closed form equa-
tion for the reliability of the general consecutive-k-n network where each node or link
has its own reliability. The order of the state transition matrix in our approach is only 2k.
Based on the closed form equation, we also propose an efficient algorithm for the reli-
ability of the consecutive-k-n network.

2. MARKOV CHAIN FOR THE CONSECUTIVE-k-n NETWORK

Let the reliability (working probability) of node i in the consecutive-k-n network be
pi, and the reliability of the link from node i to node j be qi,j. Thus we have p0 = pn+1 = 1, 0
≤ pi ≤ 1 (1 ≤ i ≤ n), and 0 ≤ qi,j ≤ 1 (0 ≤ i < j ≤ n + 1, j − i ≤ k). First, we try to embed the
consecutive-k-n network in to a Markov chain {Y(t)} defined on the state space S = {0, 1,
2, …, n + 1} and the discrete index space T = {k, k + 1, …, n + 1}. Then, we will show
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that the reliability of the consecutive-k-n network is equal to the probability that Y(n + 1)
is odd.

Definition 2.1 A working path is a path through only working nodes and links. �

Definition 2.2 For 1 ≤ i ≤ n + 1, the binary digit di is a random variable which is 1 if and
only if node i works and there is a working path from node 0 to node i. �

In the following definition, bracketed binary strings followed by the subscript 2 are
interpreted as binary numbers. For example, (1101)2 = 13.

Definition 2.3 {Y(t)} is a Markov chain defined on the state space S and the discrete in-
dex space T, where

S = {0, 1, 2, …, 2k − 1},
T = {k, k + 1, …, n + 1}.

Initially,

Pr{Y(k) = 0} = Pr{(d1d2 … dk)2 = 0},
Pr{Y(k) = 1} = Pr{(d1d2 … dk)2 = 1},
Pr{Y(k) = 2} = Pr{(d1d2 … dk)2 = 2},
…
Pr{Y(k) = 2k − 1} = Pr{(d1d2…dk)2 = 2k − 1}.

The state transition matrix of the Markov chain {Y(t)} is

,
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where for 0 ≤ i ≤ 2k − 1, 0 ≤ j ≤ 2k − 1, k < t ≤ n + 1,
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Next, we derive the following lemma.



JEN-CHUN CHANG, RONG-JAYE CHEN AND FRANK K. HWANG162

Lemma 2.1 For t ∈ T, 0 ≤ j ≤ 2k − 1, Pr{Y(t) = j} = Pr{(dt-k+1dt-k+2 … dt)2 = j}.

Proof:
1. By definition 2.3, when t = k the lemma holds.
2. Suppose the lemma holds when k ≤ t ≤ t0.
3. When t = t0 + 1,
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The next lemma shows that the reliability, RN(k, n), of the consecutive-k-n network
is equal to the probability that Y(n + 1) is odd.

Lemma 2.2

RN(k, n) = Pr{Y(n + 1) is odd.}

Proof:
RN(k, n)
= Pr{dn+1 = 1}
= Pr{(dn-k+2dn-k+3 … dn+1)2 is odd.}
= Pr{Y(n + 1) is odd.} �

If we define πk as the initial probability vector consisting of the initial probabilities,

πk = [Pr{Y(k) = 0}, Pr{Y(k) = 1}, …, Pr{Y(k) = 2k − 1}],

and define U as a column vector of 2k elements,
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then the following theorem provides a closed form equation for the reliability of the con-
secutive-k-n network.
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Theorem 2.3
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3. EFFICIENT COMPUTATION FOR INITIAL PROBABILITIES

Based on theorem 2.3, once the initial probability vector πk is obtained, we can eas-
ily get RN(k, n). But, if we employ a brute-force algorithm to compute the initial prob-
abilities, the computational complexity is at least Ω(2k(k+3)/2). In order to simplify the
computation, we transform the consecutive-k-n network into an extended consecutive-k-n
network (see Fig. 2) by adding k − 1 dummy nodes with related links to the left of node 0.
The reliability of the extended consecutive-k-n network is defined as the probability that
there is a working path from “node 0” to node n + 1. Therefore, dummy nodes and their
related links cannot help make working path from node 0 to node n + 1. The reliability of
the extended network is identical to that of the original network.

Fig. 2. The extended consecutive-3-8 network transformed from the consecutive-3-8 network in
Fig. 1.

For computing the reliability of the extended network, the previous definitions can
be extended for the extended consecutive-k-n network. In definition 2.2, di can be de-
fined in a similar way for − k + 1 ≤ i ≤ n + 1; in definition 2.3, {Y′(t)} can be defined in a
similar way except that T is replaced by T′ = {0, 1, 2, …, n + 1}; Mt, is defined for 0 < t
≤ n + 1, and initially

Pr{Y′(0) = 0} = Pr{(d-k+1d-k+2 … d0)2 = 0},
Pr{Y′(0) = 1} = Pr{(d-k+1d-k+2 … d0)2 = 1},
Pr{Y′(0) = 2} = Pr{(d-k+1d-k+2 … d0)2 = 2},
…
Pr{Y′(0) = 2k − 1} = Pr{(d-k+1d-k+2 … d0)2 = 2k − 1}.

0 1 2 3 4 5 6 7 8 9-1-2
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Furthermore, in the extended consecutive-k-n network, we can set

pi = 0, − (k − 1) ≤ i < 0
qi,j = 0, − (k − 1) ≤ i < 0, 0 < j − i ≤ k.

Again, we embed the extended consecutive-k-n network into the Markov chain
{Y′(t)}. Considering nodes − k + 1, − k + 2, …, − 1, we find that they always fail and
there is no working path from node 0 to them. Thus the binary number (d-k+1d-k+2 … d0)2

is always equal to 1.
If we define π0 as the initial probability vector for the extended consecutive-k-n net-

work, then

π0 = [Pr{Y′(0) = 0}, Pr{Y′(0) = 1}, …, Pr{Y′(0) = 2k − 1}]
= [0, 1, 0, 0, …, 0].

The following theorem gives a simplified equation for the reliability of the consecu-
tive-k-n network.

Thorem 3.1
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4. THE ALGORITHM AND COMPUTATIONAL COMPLEXITY

For a consecutive-k-n network with independent node and link reliabilities, the fol-
lowing algorithm uses equation (1) in theorem 3.1 to efficiently compute the network
reliability RN(k, n).

Algorithm A
Step 1: π ← π0, t ← 1.
Step 2: Construct Mt in a data structure for sparse matrices.
Step 3: π ← πMt.
Step 4: If t < n + 1 then

t ← t + 1,
go to step 2.

Step 5: Return πU. �
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Based on the sparseness of Mt, we can employ efficient data structures for sparse
matrices [12] in steps 2 and 3. Thus, for each t, step 2 costs only O(2k) operations, and
step 3 costs only 2(2k − 1) multiplications and 2k − 1 additions. Thus the total computa-
tional complexity is O(2kn). This algorithm is very efficient and practical because, when
n is large and k is a small constant, it is an O(n) complexity algorithm.
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