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Personal Communication Service (PCS) network is the integration of cellular Net-

work and conventional wired network. To support user mobility, the locations of the 
mobile stations (MSs) should be constantly tracked using a database. The widespread 
deployment of PCS will lead to a tremendous increase in the number of updates and que-
ries to the location database. The centralized, stand-alone Home Location Register (HLR) 
in GSM can be a potential bottleneck. In case of the location database failure, incoming 
calls may be lost. According to the analysis of the load in HLR, we suggest replicating 
the HLR in order to increase its capacity and reliability. In this paper we evaluate the 
effects of the number of replicas in terms of query response time, misrouting probability 
of incoming calls and average cost per query. Another issue incurred in the replicated 
databases is data consistency. A concurrency control protocol called preemptive 
Read-One-Write-All (PROWA) protocol is also proposed. 
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1. INTRODUCTION 

To support user mobility, the PCS networks have to store and maintain location 
information of mobile stations (MSs) so that an incoming call can be delivered to the 
target MS. The operations on location information consist of location updates and 
location queries. An update occurs when an MS changes location. A query occurs when 
an MS needs to be located, e.g., to deliver an incoming call to this MS. The widespread 
deployment of PCS will lead to a tremendous increase in the number of updates and 
queries to the location database. Thus, a key challenge to location management is to 
develop an efficient database architecture so that the location data can be readily 
available for signaling such as call setup and routing. 

The current approach to support user mobility requires a two-level database [1]. 
This architecture consists of a home location database (or Home Location Register, HLR) 
and a visitor location database (or Visitor Location Register, VLR). This HLR-VLR ar-
chitecture, has been established as the de facto, and is widely used in industry, such as 
Global System for Mobile Telecommunication (GSM) for Europe and the IS-41 recom-
mendations for North America.  We will describe location management in GSM and 
IS-41 in more detail in section 2.  In such systems, HLR is centralized and stand-alone 
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in the network.  Some queries and updates have to travel long distances when the in-
coming calls or the MSs are far away from the HLR.  Another drawback of conven-
tional HLR-VRL architecture is that HLR tends to be the bottleneck. A typical GSM mo-
bile customer traffic profile is [2] 

 
• 9 – 12 min/day usage 
• 60/40 split (60% of traffic is from wireless network to fixed network) 
• average call duration approximately 50 sec. 
• switching the phone on/off approximately 4 times per day 
 
HLR implementations are commercially available to support approximately 300,000 

customers.  Each user with the above mentioned traffic profile will submit approxi-
mately 20 HLR operations per day (location updating, routing, authentication, network 
attachment).  For a GSM with 300,000 subscribers, the load on HLR will thus be ap-
proximately 6,000,000 operations per day.  From experience with SONOFON GSM, 
12-13% of the operations are during busy hours, i.e. about 800,000 queries per hour (or 
220 transaction per second). The peak value may be 50% higher [3].  Such a heavy load 
cannot be supported by standard relational databases even on the most powerful process-
ing equipment available today.  As a consequence, HLR has the potential to be a bottle-
neck and cannot guarantee the quality of service (e.g., call setup time). 

Another class of mobility databases is based on the tree structures [4-6].  In such 
schemes, the user is assumed to be located at one of the leave nodes of a tree network. 
Some internal nodes in this tree may contain a database which maintains a list of all users 
currently located at nodes in its associated subtree.  For a given user, a pointer is main-
tained at each database in the path from the root to the node in which the user is located. 
The lowest database in the path points to the cell in which the user is located.  Any 
other database on the path points to the databases in the lower level on the path.  When 
an MS moves to another cell, only the databases in the path between the two cells need to 
be updated.  In this architecture, a call setup is by search upward to a common node 
which contains a location database and then follows the pointers downward to get the 
address of the cell where the target MS is located.  This may involve many database 
queries when the path between the incoming call and the target MS is long.  Therefore, 
the call setup time is relatively longer when compared with HLR-VLR architecture. 

In addition to proposing new database architectures, some researchers try to reduce 
the location registration cost by dynamically adapting the paging area.  These can be 
classified into three categories: distance-based [7, 8], movement-based [9, 10] and 
time-based [11]. The basic idea behind these schemes is that the user does not make any 
location update unless it has exceeded the boundary of a dynamically determined paging 
area. These schemes can efficiently reduce the number of location registrations. However, 
since the system has no exact location information for the mobile hosts, there will be 
some paging overhead and the call setup time will be longer than that in GSM and IS-41. 

To guarantee the quality of service, we suggest adopting the HLR-VLR architecture. 
However, the problem of the overloaded HLR must be taken into account. From an 
analysis of the load source in HLR, we suggest replicating the HLR to avoid the per-
formance bottleneck in HLR.  A model to evaluate the effect of the number of replicas 
is developed in this paper.  The performance metrics considered in this model are the 
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average call setup time, the misrouting probability of incoming calls, and average cost 
per query.  Another issue incurred in the replicated databases is data consistency.  A 
modified Read-One-Write-All (ROWA) protocol referred to as Preemptive ROWA 
(PROWA) is also proposed.  

The rest of this paper is organized as follows.  In next section, we briefly describe 
the location management in GSM and IS-41.  The effect of the number of HLR copies is 
evaluated in section 3.  Experimental results and conclusions are presented in sections 4 
and 5, respectively. 

2. LOCATION MANAGEMENT IN GSM AND IS-41 

In order to understand the location management in PCS network, we briefly de-
scribe the HLR-VLR architecture used in GSM and IS-41.  The procedures of location 
update and call delivery are also described. 

2.1 HLR-VLR Architecture 

The communication area covered by a base station is called a cell.  The location of 
an MS is thus the address of the cell in which this MS is located.  The major task of 
mobility management is to update the location of an MS when it moves from one cell to 
another.  The update procedure is referred to as registration.  We use GSM as an ex-
ample to illustrate the HLR-VLR architecture and the information stored in HLR and 
VLR.  Fig. 1 shows the network architecture of mobility management in GSM [1]. 

 

Fig. 1. The network architecture in GSM. 

In this architecture, the base station in each cell is connected to a Mobile Switch 
Center (MSC), which is a telephone switch tailored for PCS network.  Thus an MSC 
covers several cells.  One (or several) MSC is connected to a VLR and exchanges the 
location information with the corresponding VLR through Signaling System Number 7 
(SS7) network [13].  Similarly, the VLRs communicate with the HLR to exchange the 
location information using SS7 messages. 
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The location management in PCS network is achieved by the cooperation of HLR 
and VLR.  The location information of an MS stored in HLR are the ISDN number (ad-
dress) of the VLR visited by the MS and the ISDN number (address) of the MSC con-
nected by the cell in which the MS is located.  Similarly, the location data stored in 
VLR are the address of the corresponding MSC and the cell identity.  

2.2 Registration and Call Delivery 

In GSM the location update is referred to as registration and occurs when an MS 
moves from one cell to another.  According to the connection relationship between 
these two cells, the location update occurs in the following three situations [1]. 
 
Case 1. Inter-Cell movement: These two cells are connected to the same MSC.  Be-

cause the address of the cell in which the MS is located is stored in VLR, the 
registration message should be sent to VLR to update the cell identity.  How-
ever, since the address of MSC and VLR do not change in this situation, no HLR 
update need be executed. 

Case 2. Inter-MSC movement: These two cells are connected to different MSCs of the 
same VLR.  Because the VLR stores the address of cells and MSC, the regis-
tration message should be sent to VLR to update the record to indicate the cur-
rent location.  In addition, the MSC address is also stored in HLR, the registra-
tion message should also be sent to the HLR to update the field of MSC address 
of this record. 

Case 3. Inter-VLR movement: These two cells are connected to different MSCs and dif-
ferent VLRs.  Since the MS moves to a different VLR, this VLR does not have 
a VLR record of the MS.  The VLR creates a VLR record for the MS, and 
sends a registration message to update the HLR as described in Case 2 except 
that the VLR field is also updated.  The record in the old VLR is deleted when 
the de-registration message from the new VLR arrived or when the old BS does 
not receive the response from the MS for a pre-defined time period. 

 
To deliver an incoming call to the target MS, routing information (MSC address and 

cell address) must be obtained. When an incoming call arrives (from mobile or conven-
tional PSTN phone), it is routed to a Gateway MSC (GMSC). The GMSC submits a 
query to the HLR to get the location of the target MS. When a query arrives, the HLR 
searches the database to get the address of the VLR in which the MS record is stored. 
After getting the VLR address, the HLR submits a query to the corresponding VLR to get 
the MSC address and cell address and then returns them to the Gateway MSC. Based on 
the MSC address and cell address, an incoming call can be correctly delivered to the tar-
get MS. 

From the above description, we can find that when an incoming call arrives, both 
the HLR and the corresponding VLR will be queried.  However, when an MS changes 
its location, the HLR will be updated only when Case 2 and Case 3 occur.  Because an 
MSC covers several cells, the frequency of Case 1 occurring is far more than that of Case 
2 and Case 3.  From this observation, we have to take different considerations in the 
design of HLR and VLR. 
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3. REPLICATED HLR 

The major tasks in HLR are 
 
• location updating 
• routing (directing incoming calls to the target MSs) 
• authenticating (validating an MS ) 
• supplementary services  
 
Except for location updating, most processing involves only a query operation in 

HLR.  In other words, in most situations, the frequency of an HLR being queried is far 
greater than that of an HLR being updated. On the basis of this observation, we propose 
replicating the HLR (represented as RHLR) to resolve the problem of HLR being the 
performance bottleneck and to increase the reliability of HLR. 

The most important issue in HLR replication is how many copies an HLR must be 
replicated and where to place them.  Replicating an HLR and distributing the replicas in 
the network can increase the reliability of HLR and reduce the communication cost as 
well as call setup time.  On the other hand, replicating an HLR will increase the cost to 
setup and maintain database copies.  Also, the database load will increase due to the 
extra overhead of update operations, making the contents of the databases consistent.  In 
this section, we evaluate the effects of the number of replicas in terms of query response 
time, misrouting probability of incoming calls, and average cost per query.  Before we 
evaluate the effect of the number of replicas, we first describe the concurrency control 
protocol used in this model. 

3.1 Concurrency Control 

An important issue in replicated databases is to guarantee the consistency of data 
among all the replicates.  If the location data in the replicas of HLR are not consistent, 
some queries may get obsolete data and cause the incoming calls to be misrouted or lost. 
Many concurrency control protocols have been proposed to guarantee the serializability 
in replicated databases [12].  However, the characteristics of location data stored in 
HLR are different from those of the data stored in conventional databases.  First, the 
query and update in location management in PCS network often involve only one record. 
Second, the time to execute transactions in location management is different from that in 
conventional database service.  In conventional database services, e.g., the banking sys-
tem, the event in the real world can happen only when the corresponding transaction 
commits.  For example, when one wants to withdrawal money from an account, one can 
get the money only when the withdraw transaction commits.  If the withdrawal transac-
tion fails, he/she must resubmit it or he/she cannot get the money. However, in PCS sys-
tem, the update procedure is executed after an MS moves to a different cell.  No matter 
whether or not an update transaction can commit, the movement of the MS has occurred. 
Furthermore, the MS has been in the new cell even during the processing of the update 
procedure.  Some researchers proposed concurrency control strategies which guarantee 
the serializability of the execution of query and update operation in mobility databases. 
Some researchers proposed concurrency control strategies which guarantee the serializa-
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bility of the execution of query and update operation in mobility databases.  For exam-
ple, in 1997 K. K. Leung proposed an update algorithm called Primary-Writer Protocol 
(PWP) using a multi-version approach [13].  In PWP each record is replicated and dis-
tributed to many sites, and one of the replicas is assigned to be the primary site (PS) of 
this record.  Queries are routed to the PS or other replicas according to the call distribu-
tion algorithm.  An update must be sent to the primary site, and then, if committed, sent 
to other replicas.  PWP keep multiple versions for a record.  A sequence of update op-
erations is executed in the replicas according to the order of their version numbers in the 
PS.  A query may need to read the old version of a record to prevent violating serializa-
bility.  However, since a mobile unit has only one current location, it is meaningless to 
keep multiple versions of the location information and let a query read old versions of 
location data.  Although the execution order of query and update operation in PWP 
guarantees serializability, the MS has already been in a new cell.  As a consequence, the 
query will get an obsolete location data and cause the incoming call to be misrouted or 
lost.  In this paper we present the observation that the update procedure in a location 
database is executed after the movement of an MS.  No matter whether or not an update 
transaction can commit, the movement of the MS has occurred.  Therefore, it is mean-
ingless to let a query read old versions of location data.  From this observation, we sug-
gest aborting the queries on a record if an update request on the same record arrives.  
This is what we called “preemptive”. 

The Read-One-Write-All (ROWA) protocol is employed in many replicated data-
base systems to guarantee consistent content [12].  In ROWA protocol, a query is 
routed to one of the replicas according to the routing function, and an update message is 
sent to all replicas to guarantee the consistency.  In order to reduce the probability of an 
incoming call being misrouted or lost, we modify the Read-One-Write-All (ROWA) 
protocol and propose the Preemptive Read-One-Write-All (PROWA) protocol.  The 
main idea of PROWA is based on the above observation.  When an update operation 
arrives at the database, if there is a query operation executing on the same record, con-
currency control agent will abort the query operation and restart it after a certain time 
(long enough to complete an update operation) in order to get the correct location data.  
fter the description of the concurrency control protocol, we can now present the proposed 
model to evaluate the effect of the number of replicas. 

3.2 System Model 

We partition the service area of the PCS network into several service regions (SRs). 
Each SR is covered by a GMSC.  This partition reflects the situation that a query sub-
mitted to HLR is initiated from a GMSC; Table 1 lists the notations and symbols used.  
The loads incurred by authentication and supplementary service are not discussed here.  
The capacity of a database is defined as the number of queries that a database can proc-
ess per unit time. 

The main idea of the RHLR scheme is to replicate the HLR and distribute the repli-
cas to the SRs.  However, how many replicas an HLR should be replicated and where to 
locate the replicas are the main issues of the RHLR scheme.  In the following sections, 
we describe a linear programming model to decide the placement of the replicas.  
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Table 1. Definitions of symbols used. 

Symbol Definition 
Si a service region 
n number of service regions 

λui arrival rate of location updates submitted from Si to the HLR 
λqi arrival rate of queries submitted from Si to the HLR 
Cij communication cost to transfer an SS7 message between Si and Sj 
M average cost to setup and maintain a database per unit time 
P capacity of a database (number of operations the database can execute per second) 
B bandwidth of a signaling link (bits per second) 
α load to process a query operation in HLR 
β load to process an update operation in HLR 
σ cost to process a query operation in HLR 
ω cost to process an update operation in HLR 
ρ length of an SS7 message for query and update (bytes) 
K number of replicas of an HLR 
q query-to-update ratio 
Di number of HLR replicas located in region Si 
Rij ratio of queries submitted from Si to the database located in Sj over all queries submit-

ted from Si 
 

In addition, the relationships between the number of replicas and system perform-
ance (query response time, average cost per query and the probability of an incoming call 
is misrouted) are also discussed in this paper.  The systems engineer can determine the 
number of replicas according to the quality-of-service the system should provide and the 
available budget. 

3.3 Query Response Time 

The time to set up an incoming call is affected by the time needed to get the location 
information of the target MS (by submitting a query to the HLR). The time to complete a 
query can be divided into three parts: the time to transfer SS7 messages between the 
GMSC and the HLR, the time to complete a query in the HLR and the time to get the 
MSC address and cell address from VLR. Since our main objective here is to gain a gen-
eral understanding of the relative performance with respect to the number of replicas, we 
make the following assumptions. (1) Since the number of queries and updates submitted 
from an SR, Si, is large enough, they can be approximated by a Poisson process with 
mean λqi and λui respectively [1]. (2) The databases and signaling links are modeled 
as a single-server queue. Queries and updates are processed and transmitted on a 
First-Come-First-Serve (FCFS) basis. In order to maximize the utilization of each replica, 
we balance the load among all replicas. This can be achieved by defining a routing func-
tion for queries. We will discuss how to determine the routing function for queries in 
later discussion. The time to transfer an SS7 message between GMSC and HLR consists 
of message delay and propagation delay. When an HLR is replicated K times, the load in 
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In Eq. (1), B is the bandwidth of the link between two adjacent SRs.  Similarly, if 

there are K replicas of an HLR, the time to process a query in HLR is 
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The average propagation delay is affected by the placement of the K replicas. The 
optimal value of the average propagation delay can be determined by linear program-
ming. We describe the model to determine the optimal placement of the replicas as fol-
lows: 
 
(A) Objective Function for Minimizing the Propagation Delay 

Our objective is to minimize the average propagation delay of a query. We use Rij to 
represent the ratio of queries which are submitted by Si to Sj over all queries submitted by 
Si. Fij is the propagation delay of the link between Si and Sj. The average propagation 
delay of a query is thus 
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(B) Constraints 
(i) Query Satisfaction Constraint 

To ensure that every query will have a defined route, the following constraint must 
be satisfied. 
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(ii) Load Balancing Constraint 
The load is balanced among all replicas.  If there are Dj replicas allocated into Sj, 

the following constraint must be satisfied. 
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(iii) Constraint on Number of Replicas 
The sum of the number of replicas in all SRs must equal K.  
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We do not modify the architecture of VLR in GSM and IS-41. The time to get the 

MSC address and cell address from VLR does not change when an HLR is replicated. 
For simplicity, we assume that the time to get the MSC and cell addresses from VLR is 
constant and is referred to as Tqv.  As discussed in section 2.2, the queried result must be 
sent back to the Gateway MSC to route the incoming call to the target MS.  The average 
time to complete a query when the number of replicas equals K is  
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If the number of replicas, K, equals 1, the system is reduced to GSM.  The average 

completion time of a query is determined by the network delay as well as the time to 
complete the query in HLR.  In GSM, because there is only one database, all queries are 
routed to the same region.  However, when the HLR is replicated and distributed in the 
network, the query can be routed to the database in a nearby region. In addition, the time 
to complete a query in HLR will decrease as the number of replicas increases. It is obvi-
ous that the completion time of a query is shorter than that of GSM in most situations. 
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3.4 Cost of Replicated HLR 

The cost of Replicated HLR consists of the communication cost, operating cost and 
the cost to set up and maintain a database. We analysis the cost of RHLR as follows: 
 
(A) Communication cost 

The PROWA protocol is implemented in the replicated HLR. All updates must be 
sent to all the database copies to make the content consistent. The total communication 
cost for update and query operation per unit time is 

Update communication cost: 
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Query communication cost: 
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(B) Database cost 

The cost to setup and maintain a database per time unit is denoted by M. The total 
cost to set up and maintain K replicas is 

Z3 = MK 

(C) Cost of query and update operations 
In order to maintain data consistency, in replicated HLR, some extra update opera-

tions need to be executed when compared with the centralized, stand-alone HLR. In the 
centralized, stand-alone HLR architecture, an update procedure needs to only update one 
database. However, in replicated HLR, the update procedure needs to update all replicas. 
The cost to process query and update operations is 
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The overall cost is the sum of all the costs and is equal to  

Z = Z1 + Z2 + Z3 + Z4                                                (4) 

The value of Eq. (4) varies depending on database cost, operation cost, as well as 
the communication cost.  With advances in computer systems, the cost to set up a data-
base will steadily decrease.  However, the cost to transfer a message in the network is 
not expected to rapidly decrease in the near future. 
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3.5 Probability of Incoming Calls Being Misrouted or Lost 

To evaluate the probability of an incoming call being misrouted or lost due to obso-
lete data from HLR, we define the vulnerable period to be the time interval during which, 
if a query completes, it may get an obsolete location data and thus cause a call to be mis-
routed or lost.  We use the misrouting probability of incoming calls to represent the 
probability of an incoming call being misrouted or lost due to obsolete data from HLR.  
Fig. 2 illustrates the vulnerable period. 

In Fig. 2, an MS movement of Case 2 or Case 3 (defined in section 2.1, that is, in-
ter-MSC movement or inter-VLR movement) occurs (in Si when an incoming call arrives 
in Sk). Sj is the SR with an HLR replica to which a query in Sk is routed.  In PROWA, if 
a query is executed on the same record when an update arrives, since a location update 
arrived means that corresponding MS has already moved, the concurrency control agent 
will abort this query and restart it after a certain period of time.  However, even in 
PROWA protocol, there will be a chance that an incoming call is misrouted or lost. An 
incoming call will be misrouted or lost if it receives the cell address; Si in Fig. 2, after the 
MS’s movement or the query arrives in Sj before the corresponding update arrives. This 
time interval is the vulnerable period as illustrated in Fig. 2. 

 

Fig. 2. Vulnerable period for incoming calls being misrouted or lost. 

Now we evaluate the probability that an incoming call is misrouted or lost. Assume 
that the HLR update of an HLR is Possion distributed with mean µ.  The average time 
interval between two updates is 1/µ.  The probability of an incoming call to this MS 
being misrouted or lost is the vulnerable period over the average time interval between 
two updates.  As shown in Fig. 2, the vulnerable period is (t2 – t1).  Therefore, the 
probability of an incoming call to this MS being misrouted or lost is (Fij+Fkj+Tm)/(1/µ), 
where Fij and Fkj are the propagation delays of Si-Sj and Sj-Sk, respectively, and Tm is the 
message delay of HLR.  
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4. EXPERIMENTAL RESULTS 

The signaling network used in the simulation is a 5 × 5 mesh network, which has 25 
SRs.  The queries and updates submitted to HLR are uniformly distributed in each SR. 
The communication cost between the mobile or conventional PSTN phone and the Gate-
way MSC in the same SR is normalized to 1.  The communication cost between two 
SRs is set to the length of the shortest path between them.  Each database can support 
220 queries per second.  Each query costs 1 to be processed in the database.  The cost 
of an update processed in database is set to 1.1.  For demonstration purposes, the 
average cost, M, to set up and maintain a database is set to 1,000 in the experiments.  
The transmission speed of a link in each direction is set to 128k bits per second, which is 
the current ISDN standardized transmission rate.  The propagation delay in the same SR 
is set to 5 msec.  The propagation delay between two SRs is in proportion to the length 
of the shortest path between them.  The delay, Tqv, caused by getting the result from 
VLR is set to 20 msec. 

4.1 Load-Related Experiments 

In these experiments we evaluate the effects of the number of replicas, K, in various 
loads.  We vary the number of queries submitted from a service region from 100 to 600. 
A large number of queries submitted from a service region may represent the load at 
peak times.  Fig. 3 shows the average completion time of a query.  Let q represents the 
query-to-update ratio.  In load-related experiments, q is set to 5. We will discuss the 
effects of the query-to-update ratio in the following sections.  In Fig. 3 and the follow-
ing figures, K represents the result obtained from the analytic model and SK represents 
the result obtained from the simulation model. 

From Fig. 3, as expected, we find that the average completion time of a query is 
shorter when a large number of replicas is used.  However, it will be infinitely long if 
the load in each replica exceeds the capacity of the database.  The numbers on top of 
each curve in Fig. 3 give the maximum load that can be supported.  Since the results 
obtained from the simulation and the analytic model are quite close, for clarity of illus-
tration, the lines for the simulation results are not drawn in the figures in the following. 

In addition to reducing the average completion time of a query, replicating an HLR 
can also reduce the misrouting probability of incoming calls.  According to the discus-
sion in section 3.5, the more copies an HLR replicates, the lower the misrouting prob-
ability of incoming calls is.  The experimental result is shown in Fig. 4, where Pmisrouted 
represents the misrouting probability of incoming calls. 

Although increasing the number of replicas can reduce both the average completion 
time and the misrouting probability of incoming calls, the cost will increase when the 
number of replicas increases.  He result of cost-related experiments is shown in Fig.5. 
Here the average cost is the total cost (communication cost, database cost and cost of 
queries and updates) divided by the number of incoming calls. 

There is no significant difference among the average costs of different numbers of 
replicas.  The reason is as follows.  When the number of replicas increases, the cost 
caused by the updates also increases.  However, the communication cost of a query will 
decrease if the query can be routed to a nearer site. 
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Fig. 3. Average query response time for query-to-update ratio q = 5. 

 

Fig. 4. Probability of call being misrouted for query-to-update ratio q = 5. 

 

Fig. 5. Average costs for q = 5. 
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4.2 Access-Pattern-Related Experiments 

The performance of RHLR will be affected by the ratio of updates over all opera-
tions.  We use q to represent the query-to-update ratio which means that there are q que-
ries arriving between two consecutive updates.  If the total load is fixed, a large value of 
q means fewer updates and the load in each replica will be less.  As a consequence, the 
time to process a query in HLR will be shorter.  As we see in Figs. 6 and 7, when the 
value of q increases, the query response time and the misrouting probability of incoming 
calls decrease.  However, the decrease in response time for a fix value of K is not 
significant.  This is because that the load of an update in a database is set to 1.1. If the 
load to process an update were set to a larger value, the decrease would be greater.  

 

Fig. 6. Query response time for load =100. 

 

Fig. 7. Misrouting probability of incoming calls for load = 100. 

Similar to the query response time, there are fewer updates when the 
query-to-update ratio is high, the cost resulting from updates is smaller than in low 
query-to-update ratios.  The difference between the average cost with different numbers 
of replicas decreases as the value of q grows because there are fewer updates for larger q. 
Experimental results are shown in Fig. 8. 
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Fig. 8. Average cost for load = 100. 

5. CONCLUSIONS 

In this paper we present two observations in mobility management of PCS network and 
propose corresponding mechanisms to improve the system performance.  The first ob-
servation is that the frequency with which an HLR is queried is greater than that of it 
being updated.  Based on this observation, we propose replicating the HLR.  The sys-
tems engineer can determine the number of replicas depending on the desired quality of 
and the available budget.  The optimal placement of the replicas is determined using the 
linear programming method given in this paper.  Another observation is that the update 
procedure in the location database is executed after the movement of an MS.  From to 
this observation, we suggest aborting the queries in a record if an update arrives in the 
same record.  This is what we called “preemptive”.  The property “preemptive” can be 
applied to other concurrency control protocols.  Since the read-one-write-all (ROWA) 
protocol is the most commonly used protocol in existing commercial replicated databases, 
we modify ROWA to be Preemptive ROWA (PROWA) in this paper. PROWA protocol 
can reduce the misrouting probability of incoming calls by aborting the query operations 
when an update operation arrives in the same record. 

The cost of replicated HLR increases as the number of replicas increases. However, 
the call setup time is shorter and the misrouting probability of incoming calls is lower 
when we add more replicas. In other words, RHLR provides better quality of service than 
GSM by paying an extra cost.  When the query-to-update ratio is high, the average cost 
per incoming call in RHLR is slightly higher than that in GSM and IS-41.  However, the 
response time of RHLR is much shorter than in GSM and IS-41.  In addition, RHLR 
can solve the problem that single HLR tends to be the performance bottleneck. 

Updating all the replicated databases to maintain consistency of content incurs extra 
cost.  In the future we will try to develop a new concurrency control protocol to reduce 
the cost of making the contents in the replicated HLR consistent. 
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